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Introduction

Let K be a complete non-Archimedean valued field and let C(X, E) be the space of
all continuous functions from a zero-dimensional Hausdorff topological space X to
a non-Archimedean Hausdorff locally convex space E. We will denote by Cy(X, E)
(resp. by Cpe(X, E)) the space of all f € C(X, E) for which f(X) is a bounded (resp.
relatively compact) subset of E. The dual space of Cr.(X, E), under the topology t.
of uniform convergence, is a space M (X, E') of finitely-additive E’-valued measures
on the algebra K (X) of all clopen , i.e. both closed and open, subsets of X. Some
subspaces of M(X,E’' turn out to be the duals of C(X, E) or of C’b(X E) under
certain locally convex topologies.
In section 2 of this paper, we give some results about the space M (X, E’), while
in section 3 we study some of the properties of the so called Q-integrals, a concept
given by the author in [14]. In section 4, we identify the dual of Cy(X, E) under
the strict topology £1. The notion of a fy-complete topological space was given in
[1]. In section 5 we study some of the properties of 6,-complete spaces. Among
other results, we prove that a Hausdorff zero-dimensional space is #,-complete iff
it is homeomorphic to a closed subspace of a product of ultrametric spaces. In
section 6, we prove that the dual space of C(X, E), under the topology of uniform
convergence on the bounding subsets of X, is the space of all m € M(X, E') which
have a bounding support. In section 7 it is shown that the space M (X) of all
separable members of M(X), under the topology of uniform convergence on the
uniformly bounded equicontinuous subsets of X, is complete. The same is proved
in section 8 for the space My,,(X) of those separable m for which the support
of the extension mP°, to all of the Banaschewski compactification §,X of X, is
contained in the N-repletion v,X of X, if we equip My, (X) with the topology
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of uniform convergence on the pointwise bounded equicontinuous subsets of C(X).
In section 9, we give necessary and sufficient conditions for the space C(X, E),
equipped with the topology of uniform convergence on the compact subsets of X,
to be polarly barrelled, polarly quasi-barrelled, polarly absolutely quasi-barrelled,
polarly R,-barrelled, polarly £%°-barrelled or polarly co-barrelled. Finally, in section
10 , we study tensor products of spaces of continuous functions as well as tensor
products of certain E’-valued measures.

1 Preliminaries

Throughout this paper, K will be a complete non-Archimedean valued field, whose
valuation is non-trivial. By a seminorm, on a vector space over K, we will mean
a non-Archimedean seminorm. Similarly, by a locally convex space we will mean a
non-Archimedean locally convex space over K (see [22]). Unless it is stated explicitly
otherwise, X will be a Hausdorff zero-dimensional topological space , E a Hasusdorff
locally convex space and cs(E) the set of all continuous seminorms on E. The
space of all K-valued linear maps on F is denoted by E*, while E' denotes the
topological dual of F. A seminorm p, on a vector space G over K, is called polar
if p = sup{|f| : f € G*|f] < p}. A locally convex space G is called polar if its
topology is generated by a family of polar seminorms. A subset A of G is called
absolutely convex if Az + py € A whenever z,y € A and A, pu € K, with |A],|p] < 1.
We will denote by (5, X the Banaschewski compactification of X (see [5]) and by
1oX the N-repletion of X, where N is the set of natural numbers. We will let
C(X, E) denote the space of all continuous E-valued functions on X and Cy(X, E)
(resp. Cre(X, E)) the space of all f € G(X, E) for which f(X) is a bounded (resp.
relatively compact) subset of E. In case E = K, we will simply write C(X), Cp(X)
and Cro(X) respectively. For A C X, we denote by x4 the K-valued characteristic
function of A. Also, for X C Y C (,X, we denote by BY the closure of A inY. If
f € EX,p a seminorm on E and A C X, we define

Ifll, = sup p(f(z)), IIfllap = supp(f(z)).
zeX TEA

The strict topology 8, on Cs(X, E) (see [9]) is the locally convex topology generated
by the seminorms f ~ ||hf]||p, - where p € cs(E) and h is in the space B,(X) of all
bounded K-valued functions on X which vanish at infinity, i.e. for every ¢ >0 there
exists a compact subset ¥ of X such that |h(z)] <eif ¢Y.

Let © = Q(X) be the family of all compact subsets of B, X\ X. For H € Q, let
Cp be the space of all h € Cpe(X) for which the continuous extension h% to all
of B,X vanishes on H. For p € cs(E), let Bup be the locally convex topology on
Cy(X, E) generated by the seminorms f — |hfllp, h € Cx. For H € 2, By is the
locally convex topology on Cy(X, E) generated by the seminorms f lhfllpy, R €
Cu,p € cs(F). The inductive limit of the topologies B, H € Q, is the topology
B. Replacing Q by the family ; of all K-zero subsets of (3,X, which are disjoint
from X, we get the topology 8. Recall that a K-zero subset of B,X is a set of the
form {z € 8,X : g(z) = 0}, for some g € C(B, X ). We get the topologies B, and
f3, replacing 2 by the family 2, of all Q € Q with the following property: There
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exists a clopen partition (A;);er of X such that @ is disjoint from each Z?ﬁ"X. Now
By is the inductive limit of the topologies fg, Q@ € Q. The inductive limit of the
topologies O p, as H ranges over {1y, is denoted by Bup, while G is the projective
limit of the topologies Byp, P € cs(E). For the definition of the topology . on
Cy(X) we refer to [12].

Let now K (X) be the algebra of all clopen subsets of X. We denote by M(X, E’)
the space of all finitely-additive E’-additive measures m on K(X) for which the
set m(K (X)) is an equicontinuous subset of E’. For each such m, there exists a
p € cs(E) such that |ml|, = mp(X) < oo, where, for A € K(X),

mp(A) = sup{|m(B)s|/p(s) : p(s) #0, ADBeK(X)}.

The space of all m € M (X, E') for which m,(X) < oo is denoted by M,(X,E'").
In case E = K, we denote by M(X) the space of all finitely-additive bounded K-
valued measures on K (X). An element m of M(X) is called T-additive if m(Vs) — 0
for each decreasing net (Vj) of clopen subsets of X with (Vs = (0. In this case we
write V5 | 0. We denote by M;(X) the space of all 7-additive members of M (X).
Analogously, we denote by M,(X) the space of all g-additive m, i.e. those m with
m(Vy) — 0 when V, | 0. For anm € M(X,E') and s € E, we denote by ms the
element of M (X) defined by (ms)(V) = m(V)s. '
Next we recall the definition of the integral of an f € EX with respect to an m €
M(X,E'"). For a non-empty clopen subset A of X, let D4 be the family of all a =
{A1, As,...,Ap;T1,%2,...,Tn}, Where {Ai1,..., A} is a clopen partition of A and
7 € Ar. We make D 4 into a directed set by defining c; > as iff the partition of A in
o is a refinement of the one in ap. For an @ = {41, A2, ..., An; 21,22, - - ,Zn} €EDa
and m € M (X, E'), we define

wa(f,m) =Y m(Ax)f (zk)-
k=1

If the limit limwea(f, m) exists in K, we will say that f is m-integrable over A and
denote this limit by [ 4 [ dm. We define the integral over the empty set to be 0.
For A = X, we write simply [ f dm. It is easy to see that if f is m-integrable over
X, then it is integrable over every clopen subset A of X and | 4 fdm = [ xaf dm.
If 7, is the topology of uniform convergence, then every m € M (X, E') defines a
T,-continuous linear functional ¢p, on Cro(X, E), ¢m(f) = [ fdm. Also every
¢ € (Cre(X,E),7,)" is given in this way by some m € M (X, £,

For p € cs(F), we denote by M; (X, E') the space of all m € M, (X, E') for which
my is tight, i.e. for each € > 0, there exists a compact subset ¥ of X such that
my(A) < e if the clopen set A is disjoint from Y. Let

M(X,E) = | Mip(X,E).
pEcs(E

Every m € M ,(X, E') defines a fSp-continuous linear functional ur, on Cy(X, E),
Um(f) = [ fdm. The map m — um, from My(X,E") to (Cy(X, E),B,), is an
algebraic isomorphism. For m € M. (X) and f € KX, we will denote by (VR) [ f dm
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the integral of f , with respect to m, as it is defined in [22]. We will call (VR) [ fdm
the (V R)-integral of f.
For all unexplained terms on locally convex spaces, we refer to [21] and [22].

2 Some results on M (X, E)

Theorem 2.1 Let m € M(X,E') be such that ms € M (X), for all s € E, and let
p € cs(E with ||m||, < oo. Then :

1. mp(V) = supgey Nimp(z) for every V € K(X).

2. The set
supp(m) = m{V € K(X) : mp(V®) =0}

is the smallest of all closed support sets for m.
3. supp(m) = {z : Npmp(z) # 0}.

4. If V is a clopen set contained in the union of a family (V;)ier of clopen sets,
then

mp(V) < sup{mpVi) : 1 € T}
Proof: (1). If z € V, then Nipp(z) < myp(V) and so

my(V) = a = sup Ny p(2).
zeV

On the other hand, let my(V) > d. There exists a clopen set W, contained in V/,
and s € E with |m(W)s|/p(s) > d. Let p = ms € M;(X). Then

|pl(W) = sup Ny(z).
zeW

Let = € W be such that Nu(z) > d-p(s). Now Npmp(z) > d. In fact, assume the
contrary and let Z be a clopen neighborhood of = contained in W and such that
my(Z) < d. Now

Nu(z) < |pl(2) = sup{Im(Y)s| : Z DY € K(X)} < p(s) - mp(Z) < d-p(s)-

This contradiction proves (1).
(2).
X\ supp(m) = | J{W € K(X): myp(W) = 0}.

Let V € K(X) be disjoint from supp(m). For each z € V, there exists W € K(X),
with z € W and my(W) = 0 and so N,p(z) = 0. It follows that

my(V) = 325 Npp(z) =0,
I

which proves that supp(m) is a support set for m. On the other hand, let Y be
a closed support set for m. There exists a decreasing net (Vs) of clopen sets with
Y = Vs;. Let W € K(X) be disjoint from Y. For each clopen set V' contained
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in W and each s € E, we have V N Vs | 0 and so lims(ms)(V N V) = 0. Since Vy
is disjoint from Y, we have m(V¥) = 0 and so m(V) = m(Vs N V), which implies
that m(V)s = 0, for all s € E, i.e. m(V) = 0, and hence my(W) = 0. Therefore
supp(m) C W¢. Taking Vy in place of W, we get that supp(m) C (Vs =Y, which
proves (2).

(3) Let G =z : Nyp(z) #0}. IV € K(X) is disjoint from G, then

mp(V) = sngm,p(:c) =1
T

and so supp(m) C V¢, which implies that supp(m) C G. On the other hand, let
z ¢ supp(m). There exists a clopen neighborhood W of z disjoint from supp(m).
Since supp(m) is a support set for m, we have that mp(W) = 0 and thus Npmp =1
on W, which proves that z ¢ G. Thus G is contained in supp(m) and (3) follows.
(4). Let myp(V) > a > 0. There exists a clopen set A contained in V and s € E
such that |m(A4)s|/p(s) > a. fp=ms € M, (X), then |u|(V) > |m(A)s| > - p(s).
In view of [22], p. 250 , there exists an ¢ such that mp(V;) > |u|(Vi)/p(s) > o, which
clearly completes the proof.

Theorem 2.2 Let m € M(X,E') be such that ms € My(X) for alll s € B (this
in particular holds if m € My(X,E")). Letp € ¢s(E) be such that mp(X) < oco.
If a clopen set V is contained in the union of a sequence (V) of clopen sets, then
mp(V) < sup, mp(Va)-

Proof : We show first that, for u € My(X ), then there exists an n with | p|(V) <
|#|(V). In fact, this is clearly true if ||(V) = 0. Assume that |u|(V) > 0 and let
Wy = Uy Vi. Since WNV | 0, there exists o such that |u|(V N WE) < |p|(V).
Since V c (VO WE) U Wh, it follows that

|l (V) < ul(Wy) = @ggﬂlul(%),

and the claim follows for p. Suppose now that my(V) > r > 0. There exists a
clopen subset W of V and s € E such that |m(W)s| > r-p(s). Let p =ms. Then
1 € M,(X) and |u|(V) = |m(W)s| > r-p(s). By the first part of the proof, there ex-
ists an n such that |p|(Vy,) > 7p(s). Hence, there exists a clopen subset D of V,, such
that |u(D)| > r-p(s). Now |m|,(Va) > |m(D)s|/p(s) > r, which completes the proof.

For X C Y C 8,X, and m € M(X), we denote by mY the element of M(Y)
defined by mY (V) = m(V N X). We denote by m" and mPo the m¥ for Y = v,X
and Y = 3,X, respectively.

We have the following easily established

Theorem 2.3 Let m € M(X,E') be such that ms € M (X) for all s € E. Then :

1. supp(mPe) = supp(m)ﬁ"x.

2. supp(m) = supp(mfe) N X.

3. If m has compact support, then supp(m) = supp(mP).
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Theorem 2.4 For an m € M(X), the following are equivalent:
1. supp(mP) C v, X.

2. If (V) is a sequence of clopen subsets of X which decreases to the empty set,
then there exists n with |m|(Vn) = 0.

3. If Vi, L 0, then there exists an n, such that m(Va) =0 for all n = n,.

4. If Z € O, then there ezists a clopen subset A of B.X, containing Z, with
|mPe|(A) = 0.

Proof : (1) = (3). If Vo 1 0, then ﬂﬁﬂ X is disjoint from v,X and thus
supp(m?) c U, V—£5°X. In view of the compactness of supp(m?, there exists an n,
such that supp(mbe) C I_/'TE:&X. Thus, for n > n,, we have m(V,) = m#e (17;‘6 Xy =0.
(3) = (2). Let V;, } 0 and suppose that [m|(V,) > 0 for all n.

Claim: For each n, there exists k > n and a clopen set B with V, € B C V,, with
m(B) # 0. Indeed, there exists a clopen subset A of V,, with m(A) # 0. For each
k,let By = Vy N A, Dy = Vi \ Bx. Then Dj | @. By our hypothesis, there exists
k > n such that m(Dg) = 0. Let B = AU Dj. The sets A and Dy, are disjoint and
so m(B) = m(A) # 0. Moreover Vi C B C V, which proves our claim.

We choose now inductively n; = 1 < ng < ... and clopen sets By, Bs,..., with
Vi © Bi © Vs m(By) # 0. This is a contradiction since By 1 0.

(2) = (4). Let Z € Q1. There exists a sequence (Vi) of clopen subsets of X such
that V, | 0 and ﬂVT;‘B’X — Z. By our hypothesis, there exists an n such that
|m|(Vy,) = 0. Now it suffices to take A = Rt

(4) = (2). Let V, | 0 and take W, = Vn'@t’x,z = NW,,. By our hypothesis, there
exists a clopen subset A of 3, X containing Z with |mPe|(A4) = 0. Now A° C Wy for
some n. Thus |m|(V;,) = |mP|(Wy) = 0.

(2) = (1). Suppose that there exists z € supp(m?) which is not in v,X. Then there
exists a sequence (Vy,) of clopen subsets of X with V | ¢ and z € V;ﬁ"x for all n.
By our hypothesis, there exists an n with |m'3°|(7nﬁ°x) = |m|(Vn) = 0, which is a
contradiction since z € supp(mP°). Hence the result follows.

Theorem 2.5 For an m € M(X), the following are equivalent :
1. m has compact support, i.e. m € M(X).
2. supp(mf°) C X.
3. If V510, then there ezists a 6, such that m(Vs) =0 for all 6 > 4.,
4. If V510, then |m|(V5) =0 for some 6.

5. If H e Q, then there exists a clopen subset A of B.X, containing H, with
[mPe|(A) = 0.
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Proof : In view of Theorem 2.3, (1) implies (2).

(2) = (3). Let V5 J 0. By the compactness of supp(m’g), there exists d, such that
supp(mPe) C Vg and so m(Vs) = 0 for d > do.

(3) = (4). Let Vs | 0 and suppose that |m|(Vs) > 0 for al d.

Claim.For each § there exist v > § and a clopen set A such that V,, C A C Vs and
m(A) # 0. In fact, there exists a clopen subset G of V5 with m(G) # 0. For each 7,
let Z, =V,NG, Wy = Vy\ Z,. Then W, | 0. By our hypothesis, there exists ¥ > §
with m(V,) = 0. Let A = G UW,. Since the sets G and W, are disjoint, we have
that m(4) = m(G) # 0. Since V,, C A C V;, the claim follows.

Let now F be the family of all clopen subsets A of X with the following property:
There are 7,4, with ¥ > 6, Vi C A C V5 and m(4) # 0. Since F | 0, we got a -
contradiction.

(4) = (5). If H € Q, then there exists a decreasing net (V5) of clopen subsets of
X with ﬂ'ﬁgﬁ"x — H. Since V; | 0, there exists § such that |m|(V;) = 0. Now it
suffices to take A = Vgﬁ o

(5) = (2). Suppose that there exists a z € supp(mPe) which is not in X. Then there
exists a decreasing net (V;) of clopen subsets of X with ﬂT_/'Eﬁ"X = {z}. Using (5),
we get that there exists a ¢ such that |mﬁ°|(1_/§ﬁ°x) = 0, which is a contradiction

since z € supp(m®).
(2) = (1). It is trivial since supp(mPe) is a support set for m.

Theorem 2.6 For an m € M,(X), the following are equivalent :
1. m e My(X).

2. For each continuous ultrapseudometric d on X, there erists a d-closed, d-
separable subset G of X such that m(V) = 0 for each d-clopen set V disjoint
from G. '

Proof: (1) = (2). Let d be a continuous ultrapseudometric on X and let p =
Tym € M (Xq) By [12], Theorem 6.2, there exists a closed separable subset Z
of X4 such that |u[*(Xg\ 2Z) = 0. If z € X4\ Z, then N.(z) = 0. In fact,
given € >, there is a sequence (A,) of clopen subsets of X, covering X4\ Z and
sup,, |14|(4,) < € and so Ny(z) < e. If now B is a clopen subset of X disjoint from
Z, then |u|(B) = sup,cp Nu(z) =0. If G = 73'(Z), then G is d-closed, d-separable
and m(V) = 0 for each d-clopen set V' disjoint from G.

(2) = (1). Let (V;)ier be a clopen partition of X and let f; = xv;. Define

d(z,y) = Slzplfz'(ﬂ?) — fily)|-

Then, d is a continuous ultrapseudometric on X. Each V; is d-clopen and hence
U;es Vi is d-clopen for each subset J of I. Since G is d-separable (and hence d-
Lindelsf ), there exists a countable subset J = {i1,42,...} such that G C Uy Vi,
Let Jy = I'\ J. The set V = {J;c;, Vi is d-clopen and m(V) = 0. Also, m(V;) =0
for i € J;. Since m is o-additive, we have that

m(X) =m(V) + > m(Vi,) = > m(Vi,) =D mVi).
k=1 k=1

1€l
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This (In view of [12], Theorem 6.9) proves that m € M,(X) and the result follows.

3 Q-Integrals

We will recall next the definition of the Q-integral which was given in [14]. Let
m € M(X, E') be such that ms € M, (X) for all s € E. This in particular happens
if m € M,(X,E"). For f € EX and = € X, we define

Qns(e) = _jnt _sup({{m(B)S@)]:V > BEKX)} llon = 520 Qmis(e)

Let S(X,E) be the linear subspace of EX spanned by the functions x4s, s €
E, Ae K(X), where x4 is the K-characteristic function of A. We will write simply
SX)ifE=K

Lemma 3.1 If g€ S(X,E), then

lgllQn = sup @m,g(z) < oo
zeX

Proof: The proof was given in [14], Lemma 7.2. Note that, if lm|l, < oo and
d > ||gllp, then Qmg(z) < d - mp(X).

Lemma 3.2 For g € S(X, E), we have

Ugdm) < lgllQm-

Proof: Assume first that g = xas, A € K(X). For z € A, we have

|m(A)s| < |ms|(A4) = sup Nps(y).
YyEA

But, for y € A, we have

Nmsyz inf su m(B)s| = inf su m(B)g =Q,y.
() yEVEK(X)V:)Be?((X)I (B)sl ‘yEVEK(X)VDBe?{(X)l (B)g(y)| = @m,g(v)

Thus  |m(A)s| < supyes @m,g(y). In the general case, there are pairwise disjoint
clopen sets Ay, ..., An covering X and s € E with g = > }_; x4, 55 Thus,

=

Definition 3.3 Let m € M(X,E') be such that ms € M(X) for all s € E. A
function f € EX is said to be Q-integrable with respect to m if there exists a sequence
(gn) in S(X, E) such that || f —gnllo. — 0. In this case, the Q-integral of f is defined

by
@ [ fim= lim [ gnam.

= A < = .
< max m(4e)si] < sup Qmg(2) = l9llan

> m(Ak)sk
k=1
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If f is Q-integrable with respect to m, then for A € K (X) the function yaf is also
Q-integrable. We define

@ [ fim=(@ [ xat dm.

As it is proved in [14], the Q-integral is well defined. If 4 € M (X) and g € KX,
then Q ¢(z) = |9(z)|Ny(z). Thus the Q-integral with respect to u coincides with
the integral as it is defined in [22], which we will call (VR)-integral. Hence

(VR)/gdu=(Q)f9du-

Lemma 3.4 If f € EX is Q-integrable with respect to an m € M(X,E") and if (gn)
is a sequence in S(X, E), with |f — gnllgn. — 0, then

1716 = Jim lanllan < o0, ond |(@) [ fam| < Il

Proof: Since
Qmpto(2) < max{Qmg(2); Qm (@)},
it follows that
b+ gllgm < max{[|hllgm llgllon}-
Thus

1Flon < max{[lf — gnllom: llgnllon} < I1f — gnllem + llgnllQm < oo

It follows that
1l @m = Ngnllgm! < If = gnll@m — 0

Moreover,

(@) ffdm' = lim ‘/gn dm’ < lim llgnllgn = lfllgm-
Hence the result follows.

Theorem 3.5 Let m € M(X,E') be such that ms € M.(X) for all s € E, and let
f € EX be Q-integrable. Define

mf:K(X)—>K, mf(A)z(Q)Lfdm.

Then mys € M. (X).

Proof:  Since |ms(A)| < ||fll@n, it is easy to see that my € M(X). Let now

Vs 0and e > 0. Choose a g = > p_; X4,Sk € S(X, E) such that [|f — 9llo. < e
Then

/V gdm = Z(msk)(Vg nAg) — 0.

k=1

59
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Let §, be such that ‘fv,; gdm‘ < e if § > 6,. Now, for 6 > &,, we have

(Q)[Va(f—g)dm}, U%gdm]}
max {1 = glon | [ gdml} <

@/ éfdml < max]

IA

Thus m¢(Vs) — 0.

Lemma 3.6 If f € EX is Q-integrable with respect to an m &€ M(X,E"), then the
map T — Qum f(z) is upper semicontinuous.

Proof: We need to show that, for each a > 0, the set

V = {mesiQ, ) < 0}

is open. So let z € V and choose € > 0 such that Qm,f(z) <a—2e Letge S(X,E)
be such that ||f — gllg.. <€ Let A1,...,An bea clopen partition of X and s, € £
such that g = > 51 XA,k Let k be such that z € Ay. There exists a clopen set
B, containing z and contained in Ay, such that |m(D)g(z)| < Qm,g(z) + € for every
clopen set D contained in B. If y € B, then for B D> D e K(X) we have

Im(D)g(y)| Im(D)g(z)| < Qm,g(X) +e

< max{Qmg-(z), Qmf(®)}+e€
= Qm,f(m) + 2e.

Thus Qumg(y) < Qm,j(z) +2e < a. Hence z € B C V and the result follows.

Lemma 3.7 If f € EX is Q-integrable with respect to an m € M(X,E'), then
Nmf "<_ Qm,f- .

Proof: Let z € X and e > 0. In view of the preceding Lemma, there exists a
clopen neighborhood V' of X such that Qmf(¥) < Qm(z) +eforally € V. If
V D B € K(X), then

|m;(B)| < sup Qm,;(y) < Qm,s(z) +e
yeB

and so
Nm_f('-ﬁ) =2 'mfl(V) < Qm,f(z) +e

Hence the result follows.

Lemma 3.8 Let m € M(X,E') be such that ms € M. (X) foralls € E. Ifg €
S(X,E), then Qm,g = Nm,-

Proof: Let {Ai,...,An} be a clopen partition of X and s; € E such that g =
> k=1 XAxSk- Suppose that Ny, (z) < a. Then, there exists a clopen neighborhood
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V of z such that [mg|(V) < a. Let 2 € Ag. If B is a clopen set contained in ANV,
then

my(B) = (@ [ gdm= [ gdm=m(B)g(z)
since g = g(z) on B. Thus

Qmg(z) < sup |m(B)g(z)| < [my|(V) <

BCA NV
This proves that Qm,g < N, and the result follows.
Theorem 3.9 If f c EX is Q- zntegmble with respect to an m € M(X, E'"), then
Qm ofi &=

Proof: Assume that Npy,(z) < o and let 0 < e < a. There exists a clopen
neighborhood V' of z such that |m;|(V) < a. Let g € S(X, E) be such that
IIf = gllg,, <e. For A clopen contained in V, we have

Imp(4) — mg(4)] = |(Q)[(f ) dm‘ <|If —gllom <

and so
Img(A)] < max{e, |ms(4)[} < a.
Thus
Qm,g(s’:) = N, (z) < Imgl(v) fa
Now

Qm,f(w) = maX{Qm,f—g(x)’ Qm,g(m)} < a,
which proves that Qm, 5 < Nm, and the result follows by Lemma 3.7.

Theorem 3.10 Let m € M(X, E')be such that ms € M, (X), for all s € E, and let
f&EY e Q-integrable with respect to m. If g € K}{ is (-integrable with respect to
my, then gf is Q-integrable with respect to m and

@ / of dm = (Q) / g dmy.
Proof: If h € KX, then

Qmhs (@) = |1(2)|Qm,7(z) = |h(z)|Nm, (z) = Qmyh(2)-
Let (gn) be a sequence in S(X) such that {|g — gnHme — 0. We have

lg = gnllm, = sup lg(z) — gn ()| - Nim (2)
T

= &0 Qm,(g—g-)f (@) = ll9F — gnSllQm-

If A€ K(X), then x4f is Q-integrable with respect to m and

(@ [xafdm=(@) [ fdm=my(4) = [ xadm,
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Tt follows that, for all n, g, f is Q-integrable with respect to m and

(Q)[gnfdm:fgndmf% (Q)fgdmf.

Since gnf is Q-integrable with respect to m and ||gf — gnfllQn — 0, it follows that
gf is Q-integrable and

@ [oam= 1 @ [ ou dm= tim [ gnims = (@ [ gams,
which completes the proof.

Theorem 3.11 Let m € M(X,E') be such that ms € M;(X), for all s € E, and
let p € cs(E) with |ml|l, < co. If f € EX is Q-integrable with respect to m, then,
given € > 0, there ezists o > 0 such that |(Q) fAfdm\ < e if mp(4) < ..

Proof: Let g € S(X, E) with ||f—gllg.. < ¢ For aclopen set A, we have lngdm‘ <
llgllp - mp(A). Let o > 0 be such that a- lgllp < e If mp(A) < e, then
(@ [ gam| < max @ [(-gam|, | [ gams
A A A
< max{||f = gllgm: llgllo-ms(A)} <e.

Lemma 3.12 Let m € M.(X) and let g € K* be (VR)-integrable. Then, given
¢ > 0, there ezists 6 > 0 such that ||g|lan,, <€ if |m|(4) < 4.

Proof: There exists h € S(X) such that ||g — ||y, < e It suffices to choose § > 0
such that § - ||h|| <e.

Let m € M(X). For A C X, we define
|m|"(4) = inf{|m|(V) : V € K(X), AC vV}

Recall that a sequence (gn) in KX converges in measure to an f € KX, with
respect to m (see [14], Definition 2.12) if, for each a > 0, we have

Tim iz 9a(z) — 9(z)| 2 o} = 0.

Theorem 3.13 Let m € M,(X) and let (f,) be a sequence of (VR)-integrable, with
respect to m, functions, which converges in measure to some f € KX. If there
exists a (VR)-integrable function g € KX such that |fn| < |g| for all n, then [ is
(VR)-integrable and

(VR) / fdm = lim (VR) f £ dim,

Proof: Let e > 0 and choose inductively n; < np < ... such that Im|*(Ag) < 1/k,
where

Ay = {z: |f (@) = f(@) 2 1/K}.
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Let V = Ny=1 UkzN Vi. If z € V, then Nyp,(z) = 0. Indeed, for every N, there
exists k > N with z € Vi and so Nip(z) < |m|(Vx) < 1/k < 1/N, which proves that
Np(z) = 0. Also, for z € X \ V, we have f(z) = limy_c0 fn,(z). In fact, there
eists N such that z ¢ Vi for k > N and so |fn,(z) — f(z)| < 1/k — 0. It follows
that |f(z)| < |g(z)| when z ¢ V. Since g is (VR)-integrable, there exists (by the
preceding Lemma) § > 0 such that ||glla.n, <e€if |m|(4) < d. Let now o > 0 be
such that o - ||m|| < e. For each n, let

Gy = {2 |falz) - f(2)| 2 &}

and choose a clopen set W, containing Gy, with [m|(Wy) < 1/n + |m|*(Gy). Since
|m|*(Gr) — 0, there exists n, such that [m|(Wy) < § if n > ny. Let now n > n,
and z € X. If ¢ € V, then Nyp(z) = 0. Suppose that z ¢ V. Then |f(z)| < |g(z)|
and so

|f () — fn(2)|Nin(2) < |g(2)|Nm(2)-
If £ € Wi, then |g(z)|Nim(z) < €, since |m|(Wy) < §, while for z ¢ W, we have

| (z) = fn(z)|Nm(z) < a-|m| <e

Thus, for n > n,, we have ||f — fallv, < e Since fn is (VR)-integrable, it follows
that f is (VR)-integrable and

(VR) f fdm = lim (VR) f .

since

V) [~ fo)dm| <1 = flln 0
This completes the proof.

Let now 7 be the topology of X and let K, (X) be the collection of all subsets A
of X such that ANY is clopen in Y for each compact subset ¥ of X. It is easy to
see that if A, A1, Ag are in K.(X), then each of the sets A°, A; N Ay and A1 UAy s
also in K,(X). Now K (X) is a base for a zero-dimensional topology 7% on X finer
than 7. We will denote by X (k) the set X equipped with the topology 7*. We have
the following easily established

Theorem 3.14 1. 7 and 7° have the same compact sets.
2. 7 and 7 induce the same topology on each T-compact subset of X.
3. A subset B of X is T-clopen iff B € K (X).

4. If Y is a zero-dimensional topological space and f : X — Y, then f is
Tk _continuous iff f the restriction of f to every compact subset of X is 7-
continuous.

Let now m € M(X, E') be such that ms € M (X) for each s € E.
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Lemma 3.15 If B € K.(X), s € E and h = xBs, then h is Q-integrable with
respect to m.

Proof: Let € > 0. Since ms € M- (X), there exists a compact subset Y of X such
that |ms|(V) < e for each clopen subset V' of X disjoint from Y. Let A € K(X),
with BNY = ANY, and let g=xas, f=h—g. fz € AAB, then z is not in Y
and so there exists V € K(X) such that z € V CY°. I W € K(X) is contained
in V, then |m(W)f(z)| = Im(W)s| < |ms|(V) < € and s0 Qm,f(z) < e. Thus
Ik — gllg,, < e Hence the Lemma follows.

Now for B € K (X), we define
m®(B): E = K, m®)(B)s = (Q) [XBS dm.

Clearly m(*) is linear. Let p € cs(E) be such that 115 (X) < oo

Theorem 3.16 Let A € K (X), and let V € K(X) with ACV. Then :
1. |m®)(A)s| < |ms|(V) < my(V) - p(s) for all s € E.
2. m® € My(X®, B).
3. m®)s e M, (X®) for all s € E.
4. IFm e Myy(X,E), then m® € My (X, B').

Proof: Letse E,h=xasandz€ ACV.IfWisa clopen subset of X contained
in V, then |m(W)h(z)| < |ms|(V) and so Qm,a(z) < |ms|(V'), which implies that

m*)(4)s] < e Qmu(z) < [ms|(V) <mp(V) - p(s)-

This proves that m(®(4) € E' and ||m® (4)]|, < mp(V). Clearly m®) e M,(X®), E')
and [[m®|, < [Iml|,-

Let now s € E and ¢ > 0. There exists a compact subset ¥ of X such that
|ms|(Z) < e for each Z € K(X) disjoint from Y. Let B € K.(X) be disjoint
from Y and let z € B. Then x ¢ Y and so there exists a D € K(X) contain-
ing = ad contained in Y°. For h = xgs, we have Qmu(z) < |ms|(D) < e. Thus
|m)(A)s| < e. It follows that |m*)s|(B) < € for each B € Kc(X) disjoint from
Y and so m®)s € M,(X®). Finally, assume that m € Myp(X.E). Given € > 0,
there exists a compact subset ¥ of X such that mp(V) < € for each V € K(X)
disjoint from Y. If s € E, with p(s) > 0, then for V € K(X) disjoint from Y we
have |ms|(V) < m,(V) - p(s) < €-p(s). Thus, for B € K (X) disjoint from ¥ we
have |m(*)s|(B) < €- p(s) and so mg;) (B) < e. This clearly completes the proof.

Theorem 3.17 Let m € M(X,E') be such that ms € M (X) for each s € E.
Then:

1. If A € K(X), then |ms|(A) = |m®s|(4) for all s € E.
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2. If m € Mp(X, E'), then mp(A) = mgc)(A) for each A € K(X).

3. If f € EX is Q-integrable with respect to m, then f 1s Q-integrable with respect
to m¥) and Qm,f < Q) 5- Moreover

(Q)/fdmz{Q)ffdm(k).

Proof: Let A € K(X). Clearly |ms|(4) < |m*)s|(4). On the other hand, let
|m®)s|(A) > @ > 0. There exists D € K.X), D C A, such that |m{*)(D)s| > 8.
Let h = xps. Since |[m®)(D)s| < supgep Qm,h(z), there exists z € D such that
Qmpu(z) > 0. Theset Y = {z € X : Qmp(z) > 0} is compact. Hence there exists
Z € K(X)with ZNY =DNY. Since z € ZN A and Qpp(X) > 0, there exists
W € K(X) contained in Z N A and such that |m(W)h(z)| > 6. Then h(z) = s
and so |m(W)s| > 6, which proves that |ms|(4) > 6. Thus, |ms|(4)]| = |m®)s|(A).
Assume next that mé.k)(A) > a > 0. There exists B € K (X) contained in A and
s € E with [m®)(B)s|/p(s) > a. Now |ms|(A) = |m®s|(4) > o p(s). Thus
mp(A) > |ms|(A)/p(s) > o, which shows that mp(A) = mék)(A). Thus (1) and (2)
hold.

(3). Assume that f € EX is Q-integrable with respect to m.

Claim : If z € D € K(X), then

sup  |m®(2)f(z)|= sup |m(Z)f(z)l.
ZeK(X),ZCD ZeK(X),ZCD

Indeed, suppose that there exists a Z € K (X) contained in D such that |m®)(Z) f(z)| >
8 > 0. For h = xzf(z), we have

6 < |m®)(2)f(z)| < SUp QO (2):
FAS

Thus, there exists z € Z with Qmpa(z) > 0. Since z € Z C D, there exists W e
K (X) contained in D such that |m(W)h(z)| = |[m(W)f(z)| > 0. This clearly proves
the claim. Now

Qmle) = Dig};(x) . - im(Z) f(z)|
= inf sup  m¥(2)f(2)] = Qe 4(x)-

T€DEK(X) poZeK (X)

Since f is Q-integrable with respect to m, there exists a sequence () € S(X,B) C
S(X®), E) such that ||f — gnllg, — 0. But then [|f — gnllq_¢) <IIf = 9nllon — 0

Hence f is Q-integrable with respect to m{*) and

@ [ fam® = iz [ gnam® = i [gnam=(@) [ ram.

This completes the proof of the Theorem.
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Next we recall the definition of the topology B, which was given in [14]. Let
Cyx(X,E) be the space of all bounded E-valued functions on X whose restric-
tion to every compact subset of X is continuous. By Theorem 3.14 we have that
Coi(X,E) = Cy(X®) E). For p € cs(E), we denote by Bop the locally convex
topology on Cy (X, E) generated by the seminorms f = |hfllp, h € Bo(X). Since
X and X® have the same compact sets, we have that Bo(X) = B,(X*)) and so
fop coincides with the topology Bop on Cp(X *), E). The topology B, is defined to
be the locally convex projective limit of the topologies Bop, P € cs(E). Thus Bo
coincides with topology B, on Cy(X *). E).

Theorem 3.18 1. If m € My(X,E'"), then every f € Co (X, E) is Q-integrable
with respect to m and

@ [ fam= [ 1am®.

Thus the map
bt Oi X B) =K, dn($)=(Q) [ fm

1§ [3,-continuous.

2. If E is polar, then every fB,-continuous linear functional ¢ on Cb,k(X,E) s of
the form ¢m for some m € My(X, E').

Proof: 1. Let p € cs(E) be such that m € M;p(X, E') and |m|l, < 1. Let d > [|fllp
and ¢ > 0. There exists a compact subset Y of X such that my(V) < e/d for every
V € K(X) disjoint from Y. For each z € Y, the set

D, ={y €Y :p(f(y) - f(z)) <€}

is clopen in Y and Dy = Dy if Dz N Dy # 0. In view of the compactness of Y, there
are i,...,Zp in Y such that the sets Dz, , ..., D,,, form a partition of Y. For each k,
there exists a clopen subset Vi of X such that V;NY = Dy,. If Wi=VWV\ L_,Iz-#,c Vi,
then Wy NY = Dg,. Let g = > y—; xw, f(zx). Then If — gllg,. < e Indeed, let
e X.

Case I: z ¢ Y. There is a clopen neighborhood V' of = disjoint fromY. If B € K(X)
is contained in V', then

Im(B)[f(z) — 9(2)]| < p(f(z) —g(z)) - mp(V) < ¢

and 80 Qu y—g(7) <e
Case I : = € V. There exists a k such that £ € W, and so g(z) = f(zx). If a clopen
set B is contained in Wy, then

Im(B)[f(z) — g(a)]| = Im(B)[f (=) — f(zll < mp(Vi) - p(f(2) = flzr)) <€,

and so again Qu, s—g(z) < €. This proves that lf—gllg,. <eandso fis Q-integrable.
Now
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bnl) = (@ [ 1dm=(@) [ #am® = [ 7am®.

Thus ¢y, is B,-continuous on Cp (X, E).

Finally assume that E is polar and let ¢ be a B,-continuous linear functional on
Cy (X, E). Since B, induces the topology B, on Cy(X, E), there exists an m €
M(X, E') such that

81 = [ 1am= (@ [ fam
for each f € Cy(X, E). Now ¢ and ¢m are both By-continuous on Cj (X, E) and

they coincide on the [3,-dense subspace Cy(X, E) of Cy (X, E). Thus ¢ = ¢ and
the proof is complete.

4 The Dual Space of (Cy(X, E), £1)
For « a linear functional on Cy(X, E), p € cs(E) and h € K¥, we define
(uly () = sup{Ju(g)| : ¢ € (X, B), pog < |hl}.
Theorem 4.1 For a linear functional u on Cy(X, E), the following are equivalent :
1. u is B1-continuous.

2. For each sequence (V) of clopen sets, with Vy | 0, there ezists p € cs(E) such
that ||ull, < co and limg oo [ulp(xv,) = 0.

3. For each sequence (hy) in Cp(X), with hy | 0, there exists p € cs(E) such that
lull, < 0o and limp—co |lulp(hn) = 0.

Proof: (1) = (2). Let Vi {0 and H = NV"". Then H € O and s0 u is
B p-continuous for some p € cs(E). Let ¢ > 0 and h € Cy be such that

Wi ={f € C(X,BE): |afllp 1} CW ={f: |[u(f)] < €}

It is easy to see that [ull, < co. Let M = {z € X : [h(z)| = 1}. There exists n,
such that M C V. Let now n > n, and f € Co(X, E) with po f < |xv,|- Let
fi=xmf, fo=Ff—fi. Uz e M, then z € V7 and so p(f(z)) = 0. This implies
that f; € Wy C W. Also, if z ¢ M, then |h(z)| <1 and so |h(z)|p(f(z)) <1, which
proves that fa € Wi. Thus f = fi + fo € W, which shows that |ulp(xv, <€

(2) = (3). Let hy J 0. Without loss of generality, we may assume that ||h1]] < 1.
Let A€ K, 0<|A| <1 and set

Vo= {z: |hn(z) 2 |Al}-

Then V, | 0. By (2), there exists p € cs(E) with [[uf, < co and lulp(xv,) — 0.
We may choose p so that ||ull, < 1. Choose n, such that |ulp(xv,) < |A] if 7 = n,.
Let now n > np. We will show that |ulp(hn) < A In fact, let f € Cyp(X, E) with
pof < |hal, g = xvufs 92 = f — g1 1 & € Vn, then p(g1(z)) < |hn(z)| and so
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pog1 < |xv,|, which implies that [u(g1)| < [A|. Ifz ¢ Vy,, then p(ga(x)) = p(f(z)) <
)] < 1AL Hence [u(ga)] < [[ulp - 2llp < [N, and therefore [u(f)| < [Al. This
proves that |ul,(hn) < Al
(3) = (2). It is trivial.
(2) = (1). Let

W = {f € Co(X, E) : [u(f)| < 1}

and let H € Q. There exists a decreasing sequence (V) of clopen subsets of X

with ﬂVnﬁ"X = H. Let p € cs(E) be such that |lul|, <1 and lulp(xv,) — 0. Let A
be a nonzero element of K and choose n so that |u|(xv,) < |A|7t. Now

Wi ={f € G(X, B): Ifllp < 1AL fllvep S CW.

Indeed, let f € W1 and set f1 = xv,f,f2 = f — f1. Since |27 f1] < |xv,|, we have
that [u(f1)] < 1. Also |u(f2)] < lIf2llp < 1, and so lu(f)| < 1, which proves that
W, C W. By [13], Theorem 2.2, it follows that W is a Bu p-neighborhood of zero.
This, being true for all H € §;, implies that W is a B1-neighborhood of zero, i.e. u
is ;-continuous, which completes the proof.

Theorem 4.2 For a set H of linear functionals on Cy(X, E), the following are
equivalent :

1. H is 1 -equicontinuous.

2. If (V) is a sequence of clopen subsets of X which decreases to the empty set,
then there ezists p € cs(E) such that supyeg |lull, < oo and lulp(xv,) — 0
uniformly for v € H.

3. If (hy) is o sequence in Cy(X) with hy | 0, then there exists p € cs(E) such
that sup,ep |[ullp < o0 and |ulp(hn) =0 uniformly for u € H.

Proof: (1) = (2). Let Vi L0. Then Z =V " € Q1. Let A € K, A # 0. Since
H is By-equicontinuous, the set AH® is a B1-neighborhood of zero. Thus, there exists
p € cs(E) such that AH° is a Bz p-neighborhood of zero. Let h € Cyz be such that

Wi ={f: |fll, £1} C AH".

Tt follows now easily that sup,cy |lull, < co. Also, as in the proof of the implication
(1) = (2) in the preceding Theorem, we prove that lulp(xv,) — 0 uniformly for
w € H. For the proofs of the implications (2) = (3) = (2) = (1) we use an
argument analogous to the one used in the proof of the preceding Theorem.

Theorem 4.3 In the space Cy(X), B1 is the finest of all locally solid topologies ~y
with the following property: If (fn) C Co(X) with frn | 0, then Fn 5 0.

Proof: By [12], Theorems 3.7 and 3.8, B is locally solid and fn -ﬁ—l} 0 when f, J 0.
Consider now the family 2 of all solid absolutely convex subsets W of Cy(X) such
that f, € W eventually when f, | 0. Clearly 4 is a base at zero for the finest locally
solid topology 7, on Cy(X) having the property mentioned in the Theorem.
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Claim I : «y, is coarser than 7,. Indeed, let W € U/ and let A € K, 0 < |A| < 1.
For each n, let g, be the constant function A". Since g, | 0, there exists an n with
gn € W. If now f € Cp(X) with ||f]| < ||A|]?, then f € W, which implies that W is
a Ty-neighborhood of zero.

Claim II : f; is finer than 7, and hence f; = 7,. Indeed, let W € U, Z € ), and
r > 0. There exists € > 0 such that

Wi ={f € Cp(X):llgll Se} CW.

Choose 1 € K with |u| > 7. There exists a decreasing sequence (V,,) of clopen
subsets of X with Z = ﬂ?nﬁ °X _ Since uxv, 4 0, there exists n such that uxy, € W.
Let now f € Cyp(X) with [[f|| <r, [Ifllve <eandletg=f-xv,, h=f—g
Then |g| < |pxv,|and so g € W since W is solid. Also, |[A]| < ¢ and so h € W,
which implies that f € W. This proves that W is a Bz-neighborhood of zero for all
Z € Oy and hence W is a B;-neighborhood of zero. This clearly completes the proof.

The proofs of the following two Theorems are analogous to the ones of Theorems
4.2 and 4.3.

Theorem 4.4 For a subset H of linear functionals on Cy(X), the following are
equivalent :

1. H is [B-equicontinuous.

2. For each net (V), of clopen subsets of X with Vs | 0, there ezists p € cs(E)
such that sup,cg ||ull)p < 0o and |uly(xv;) — O uniformly for u € H.

3. For each net (hg) in Cy(X) with hs L 0, there emisis p € cs(E) such that
supyeg [|ullp < 0o and |ulp(hs) — O uniformly for u € H.
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Theorem 4.5 In the space Cy(X), B is the finest of all locally solid topologies T

with the following property: If (f5) C Co(X) with f5 1 0, then f5 = 0.

5 6,-Complete Spaces

Recall that 6,X is the set of all z € 3, X with the following property: For each clopen

partition (V;) of X there exists ¢ such that z € ﬁ-‘g"x (see [1]). By [1], Lemma 4.1,

we have X C 8,X C vo,X. For each clopen partition a = (V;)ser of X, let

WQ=UV;><W.
i€l

Then the family of all W,, « a clopen partition of X, is a base for a uniformity
U, = UX, compatible with the topology of X, and (8,X, U%X) coincides with the
completion of (X,U,). We will say that X is f,-complete iff X = 6,X. Asitis shown
in [1], if ¥ is a 6,-complete and f : X — Y is a continuous function, then f has a
continuous extension f% : §,X — Y. A subset A of X is called bounding if every



70 Katsaras

f € C(X) is bounded on A. Note that several authors use the term bounded set
instead of bounding. But in this paper we will use the term bounding to distinguish
from the notion of a bounded set in a topological vector space. Aset AC X is
bounding iff 7A%% is compact. In this case (as it is shown in [1], Theorem 4.6) we
have that A A = Arx, Clearly a continuous image of a bounding set is
bounding. Let us say that a family F of subsets of X is finite on a subset A of X if
the family {f € F: FN A # 0} is finite. We have the following easily established

Lemma 5.1 For a subset A of X, the following are equivalent :
1. A is bounding.
2. Buery continuous real-valued function on X is bounded on A.
3. Ewvery locally finite family of open subsets of X is finite on A.

4. Buery locally finite family of clopen subsets of X is finite on A.

By [3], Theorem 4.6, every ultraparacompact space (and hence every ultrametrizable
space) is f,-complete.

Theorem 5.2 Every complete Hausdorff locally convez space E 1is 0,-complete.

Proof: Let U be the usual uniformity on E, i.e. the uniformity having as a base
the family of all sets of the form ‘

Wpe={(z,v) :p(z —¥) < €}, p € cs(E), e >0.

Given Wy, we consider the clopen partition @ = (Vi)ier of E generated by the
equivalence relation z ~ y iff p(z —y) < e. Then Wy, = W, and so U is coarser
that U,. Since (E,U) is complete and U, is compatible with the topology of E, it
follows that (E,U,) is complete and the result follows.

Corollary 5.3 A subset B, of a complete Hausdorff locally convezr space E, is
bounding iff it s totally bounded.

Proof: If B is bounding, then B= B is compact and hence totally bounded,
\_v_hich implies that B is totally bounded. Conversely, if B is totally bounded, then
B is totally bounded. Thus B is compact and hence B is bounding.

Theorem 5.4 If G is a locally convez space (not necessarily Hausdorff ), then every
bounding subset A of G is totally bounded.

Proof: Assume first that G is Hausdorff. Let G be the completion of G. The closure
B of A in @ is bounding and hence B is totally bounded, which implies that A is
totally bounded. If G is not Hausdorff, we consider the quotient space F = G /{0}
and let © : G — F be the quotient map. Since u is continuous, the set u(A) is
bounding, and hence totally bounded, in F. Let now V be a convex neighborhood
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of zero in G. Then, u(V) is a neighborhood of zero in F. Let S be finite subset of
A such that u(A) C u(S) + u(V). But then

ACS+V+{0tcS+V+V=5+V,
which proves that A is totally bounded.

Theorem 5.5 1. Closed subspaces of 0,-complete spaces are 8,-complete.

2. If X = [[X;, with X; # 0 for all i, then X 1s 0,-complete iff each X; is
8,-complete .

3. If (Yi)ies is a family of 0,-complete subspaces of X, then Y = (Y is 0,-
complete.

J. 8,X is the smallest of all 8,-complete subspaces of B, X which contain X.

Proof: (1). Let Z be a closed subspace of a 6,-complete space X and let
(z5) be a UZ-Cauchy net in Z. Then (z5) is UX-Cauchy and hence z5 & z € X.
Moreover, z € Z since Z is closed.

(2). Each X; is homeomorphic to a closed subspace of X. Thus X; is §,-complete
if X is 0,-complete. Conversely, suppose that each X; is O,-complete. If (z°) is a
UX-Cauchy net, then (z%) is a UZi-Cauchy net in X; and hence f +z;€ X;. If
z = (z;), then 2% — z, which proves that (X,U,) is complete.

(3). Let X = []Y; and consider the map f:Y — X, f(z); = z for all i. Then
f:Y — f(Y) = D is a homeomorphism. Also D is a closed subspace of X. Since
X is 0,-complete, it follows that D is 0,-complete and hence Y is 6,-complete.

(4).  Since 6,X is 6,-complete (by [1], Theorem 4,9) and X C 6,X C B, X, the
result follows from (3).

Theorem 5.6 For a point z € 3,X, the following are equivalent :
1. ze6,X.

2. If Y is a Hausdorff ultraparacompact space and f : X = Y continuous, then
fle(2) € Y, where fBe . B, X — B,Y is the continuous eztension of f.

3. For every ulirametric space Y and every f : X — Y continuous , we have that
fP(z)eY.

Proof: (1) = (2). Since 8,Y =Y, the result follows from [1], Theorem 4.4.

(2) = (3). It is trivial.

(3) = (1). Assume that z ¢ 8,X. Then, there exists a clopen partition (A;) of X
such that z & |J; Z7"°". Let f; = x4, and define

d: X xX =R, dz,y) = mz;plfi(sc) — fi(y)|

Then d is a continuous ultrapseudometric on X. Let ¥ = X be the corresponding
ultrametric space and let m : X — Y; be the quotient map, =+ Ig = %. Since 7
is continuous, there exists (by (3)) an z € X such that 7P (z) = %4. Let (z5) be a
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net in X converging to z. Then 75 = nP°(z5) — mPe(z) = %, and so d(z5,z) — 0. If
z € A;, then |fi(zs) — 1| — 0, and so there exists d, such that z5 € A; when § > d,.
But then z € -A_z-ﬂ"x, a contradiction. This completes the proof.

Theorem 5.7 Let X be a dense subspace of a Hausdorff zero-dimensional space Y.
The following are equivalent :

1. Y C0,X (more precisely, Y is homeomorphic to a subspace of 0,X).

9. Each continuous function, from X to any ultrametric space Z, has a continuous
extension to all of Y.

Proof: (1) implies (2) by the preceding Theorem.
(2) = (1). We will prove first that, for each clopen subset V of X, we have that
vVinve = @, and so 7Y is clopen in Y. Indeed, define

d: X x X =R, d(z,y)=max{|fi(z) — i®)],|f2(z) — f2(¥)I},

where fi = xv,f2 = xve. Then d is a continuous ultrapseudometric on X. Let
7w : X = X, be the quotient map. By our hypothesis, there exists a continuous

extension h : Y — X4 of m. Suppose that z € vV nve. There are nets (25), (yv),
in V, V¢ respectively, such that z; — 2, and yy = 2. Let d be the ultrametric of
X4 and let d,,7, be such that

d(m(zs),h(2)) <1 and d(m(zy),h(2)) <1
when 6 > d,,7 > ¥,. Now
d(mfsa’y’Yo) = J(W(md—o)iﬂ(yao)) < 13
it : =Y . . =Y ==Y
a contradiction. Thus V' isclopeninY. f A=V ,B=V¢ , then
Zﬁay ngﬁay _ T/:ﬁoY m vc'ﬂay — 0.

This, being true for each clopen subset V' of X, implies that GoX = B,Y and so
X CcY cCB,Y = f,X. Now our hypothesis (2) and the preceding Theorem imply
that ¥ C 6,X, and the result follows.

Theorem 5.8 For each continuous ultrapseudometric d on X, there exists a con-
tinuous ultrapseudometric d% on 6,X which is an extension of d. Moreover, d% is
the unique continuous extension of d.

Proof: Consider the ultrametric space X4 and let d be its ultrametric. Let h be
the coninuous extension of the quotient map 7 : X — X to all of ,X. Define

@ : 0,X x 0,X = R, d®(y,2) = d(h(y), h(2)).

It is easy to see that d% is a continuous ultrapseudometric which is an extension of
d. Finally, let o be any continuous ultrapseudometric on 6,X, which is an extension
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of d, and let y,z € 8,X. There are nets (vs)sen, (2y)yer) in X which convergence
to y, z, respectively. Let ® = A x I and consider on @ the order (61,71) = (62,72)
iff §; > 65 and y; > 72. For ¢ = (6,) € @, we let ay = ¥s, by = zy. Then ay — v,
by — z. Thus

o(y,z) = limo(ag,by) = limd(h(ag), h(bs)) (1)
= limde"(%, bg) =d'9°(y, z) (2)

and hence p = d% | which completes the proof.

Theorem 5.9 Let (Hy) be a sequence of equicontinuous subsets of C(X). If z €
0,X, then there ezists © € X such that fP(z) = f(z) for all f e UHn = H.

Proof: Define

d: X2 R, dz,y) = maxmin{l/n,fsu}]? |f(z) — F)|}-
n €H,
Then d is a continuous ultrapseudometric on X. Take Y = Xy andlet m: X =Y
be the quotient map. Then mPo(z) = u € Y. Choose z € X with 7(z) = u, and
let (z5) be a net in X converging to z in G X. Now f(zs) = fP(z) for all f € H.
Since 7(zs) —+ 7(z), we have that d(zs,z) — 0, and so |f(zs) — f(z)| — 0 for all
f € H. Thus, for f € H, we have f(z) = lim f(z5) = f%(z), and the result follows.

Theorem 5.10 If H C C(X) is equicontinuous, then the family
Hb = {f%: fe H}

is equicontinuous on 0,X. Moreover, if H is pointwise bounded, then the same
holds for H%

Proof: Define

d: X? 5 R, d(z,y) =min{l, sup |f(z) — f¥)I}-
feH

Let 7% : 8,X — X4 be the continuous extension of the quotient map 7 : X — Xg.
Let z € 6,X and € > 0. There exists z € X such that n%(z) = w(z). Let (z5) be a
net in X converging to z. Then m(zs) — 7% (z) = m(z) and so d(zs,z) — 0. Thus,
for f € H, we have ff(z) = lim f(zs) = f(z). Theset W ={y € X : d(z,y) < €}
is d-clopen (hence clopen ) in X and so WX =vis clopen in 6,X. Since z; € W
eventually, it follows that z € V. Now, for f € H and a € V, we have that
|f%(a) — f%(2)| < e. In fact, there exists a net (yy) in W converging to a. Thus

|£%(a) = £ (2)| = |f(2) - (@)l = lim|f (z) = f()| < e

This proves that H fo ig equicontinuous on 6,X. The last assertion follows from the
preceding Theorem.

Theorem 5.11 U, =UX is the uniformity U generated by the family of all contin-
uous ultrapseudometrics on X.

73
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Proof: Let (4;) be a clopen partition of X and let W = |J A; x A;. Define
d(z,y) = sup|fi(z) — filv)],
1

where f; = x4,. Then d is a continuous ultrapseudometric on X. Since

W = {(z,y) : d(z,y) <1/2},

it follows that U, is coarser than Y. Conversely, let d be a continuous ultrapseudo-
metric on X, e > 0 and D = {(z,7) : d(z,y) < €}. If « is the clopen partition of X
corresponding to the equivalence relation z ~ y iff d(z,y) < ¢, then D = W, and
the result follows.

Theorem 5.12 Let (Yi, f;)icr be the family of all pairs (Y, f), where Y is an ultra-
metric space and f : X =Y a continuous map. Then

BoX = ()7} (¥a).

i€l
Proof: Tt follows from Theorem 5.6.

Theorem 5.13 A Hausdorff zero-dimensional space X is 6,-complete iff it is home-
omorphic to a closed subspace of a product of ultrametic spaces.

Proof: Every ultrametric space is f,-complete. Thus the sufficiency follows from
Theorem 5.5. Conversely, assume that X is 6,-complete and let (Y3, fi)ier be as in
the preceding Theorem. Then X = (), Z;, Zi = ( fz!G )~HY;). Let Y = []Y; with its
product topology. The map w : X — Y, u(z); = fi(z), is one-to-one. Indeed, let
x # y and choose a clopen neighborhood V' of z not containing y. Let f = xy and

d: X xY =R, d(a,b)=|f(a)— f(b)l

The quotient map = : X — Xg4 is continuous and n(z) # w(y), which implies
that u(z) # u(y). Clearly u is continuous. Also u~!: u(X) — X is continuous.
Indeed, let V be a clopen subset of X containing z, and consider the pseudometric
d(z,y) = |xv(z) — xv(y)|. Let 7 : X — X, be the quotient map. There exists a
i € I such that ¥; = X, and f; = 7. Then

fi(V) = (V) = {x(z) : d(n(z) - m(z,)) < 1}.

The set 7(V) is open in ¥; = X4. Let m : Y — Y; be the ith-projection map and
G = 77} (n(V)). If z € X is such that u(z) € G, then fi(z) = u(z); € (V) and so
d(z,z,) < 1, which implies that z € V since z, € V. This proves that v : X = u(X)
is a homeomorphism. Finally, u(X) is a closed subspace of Y. In fact, let (zs) be
a net in X with u(zs) — y € Y. Then fi(z5) — y: for all i. Going to a subnet if
necessary, we may assume that z5 — z € 8,X. Now fi(zs) — ff °(z) in B,Y;. But
then ff"(z) = y; € Y;, for all i, and hence z € 6,X = X, by Theorem 5.12. Thus
yi = fi(2), for all 4, and hence y = u(z). This proves that X is homeomorphic to a
closed subspace of ¥ and the result follows.
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Corollary 5.14 Every Hausdorff ultraparacompact space is homeomorphic to a closed
subspace of a product of ultrametric spaces.

Theorem 5.15 For a subset A of X, the following are equivalent :
1. A is bounding.
2. A is U.-totally bounded.
9. For each continuous ultrapseudometric d on X, A is d-totally bounded.

Proof: In view of Theorem 5.11, (2) is equivalent to (3). Also, by [1], Theorem
4.11, (1) implies (2). i
(2) = (1). Let f € C(X),

A ={z:|f@)| <1} Ann={z:n<|fl@)l <n+1}

for n > 1. Then (A,) is a clopen partition of X. Let W = J,, Ap X Ap. By our
hypothesis, there are z1,...,Ty in A such that A C Uiv Wlzy). Foreach1 <k < N,
there exists ny such that z € Ay, . Then A C Ujlv Ap, and so

B
”f”A = 12&XNHM

which proves that A is bounding.

Theorem 5.16 Let X,Y be zero-dimensional Hausdoff spaces. If one of the spaces
X,Y is finite, then Bo(X x Y) = foX X (Y.

Proof: Assume (say) that X = {z1...,2n} and let Z be a zero-dimensiomnal
Hausdorff compact space and h : X x Y — Z continuous. We will prove that
there exists a continuous extension h:XxBY — Z. Indeed, for 1 < k < n,
let gr 1 Y — Z, gr(y) = h(zy,y). Since gi is continuous, there exists a continuous
extension gg" : B,Y — Z of gi. Now it suffices to take

hiXxBY =2, hlz,y)=g"y) f 2=z
Tt follows from this that X x B,Y is homeomorphic to Go(X x Y).

As the following Theorem shows, it is not in general true that Go(X xY) =
BeX % (Y.

Theorem 5.17 Let X, Y be zero-dimensional Hausdorff topological spaces such that
Bo(X xY) = BoX x B,Y. If both X,Y are infinite, then X, Y, X xY are pseudo-
compact.

Proof: We prove first that each of the spaces X,Y is pseudocompact. To show that
X is pseudocopact, we consider the two possible cases for Y.

Case I. Y is compact. Suppose that X is not pseudocompact and let z € B, X \voX.
There exists a decreasing sequence (Z5) of clopen neighborhoods of z in G, X with
(V= 0, where V,, = Z, (1 X. Without loss of generality, we may assume that (Vn)
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is strictly decreasing. Let A4, = 0 and A, = X \ V, for n € N. Let AeK, 0<
|A| <1, and define

g: X oK, gl@)=) if ze A\ A1

Then g is continuous and g(z) # 0 for each z € X. Choose z, € Ap\ Ap—1, n €N.
Since Y is infinite, there exists (by [15], Lemma 2.5) an infinite sequence (Byp) of
pairwise disjoint clopen subsets of Y. Let yn € By and take f = > oo, A\"xB,. Then
f is continuous. Let

Dy={acK:|a| > |}, Dnpy1={cxekK: AP < Jaf < A"}
Define h: K — K, h = 3., Mxp,. Clearly h is continuous. Let

u: X xY =2 K, u(m,y)=-i%.

Let (z,y) € BoX % Y be a cluster point of the sequence ((#n, Yn))nen- There exists

a subnet ((m¢(7),y¢(7)))7ep of the sequence ((Zn,Yn))neN converging to (z,y). For
each n we have u(zn,yn) = 1. Since

XxYCﬁoXxY:ﬁo(XxY),
we have that
ufe (w,y) = llglu(mrf)(q‘) yé('y)) =1L

Since f(yn) = A" and (f(yg(y)))ver is a subnet of the sequence (f(yn)), it follows
that f(y) = lim, f(yg(y)) = 0 and so u(z,y) = h—(gfr(fjﬁ =0, for all z € X. Thus

wPe(xz,y) = li%:fnuﬁ" (Zg(m)s¥) = 1i§nu($¢(,7,y) =1,

a contradiction.
Case II. Y not necessarily compact. We have that

X XY CX X BoY CBoX X BoY = Po(X xY).

Thus B,(X x B,Y) = BoX x B,Y . By case I, X is pseudocompact. Finally, assume
that X x Y is not pseudocompact and let ‘

(2o, Yo) € Bo(X X Y) \wo(X x Y).

Let (Wy) be a decreasing sequence of clopen neighborhoods of (z,,¥,) such that
OAWaNX xY) =0. Let 0 < |A| <1, V1 = WE, Vot1 = Wn \ Woqq and f =
Yoo A'xy,. Then f is continuous on Bo(X x Y) and f(z,y) # 0 for each (z,y) €
X x Y. Let € X. The function h: B,Y = K, h(y) = f(z,y), is continuous and
h(y) # 0 for each y € Y. Since Y is pseudocompact, it follows that h(y) # 0 for
each y € B,Y. Now consider the function

¢ BoX — K, QE'(Z) = f(zayo)-

Then ¢(z) # 0 for z € X, and so ¢(z) # O forallz € B,X since X is pseudocompact.
In particular f(zo,%o) = ¢(zo) # 0, a contradiction. This completes the proof.
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Theorem 5.18 Let X,Y be zero-dimemnsional Hausdorff topological spaces such
that Bo(X X Y) = BoX X BoY. Then 6,(X X Y ) =X 2 B ¥

Proof: The space Z = 0,X x 0,Y is f,-complete and X x Y C Z e BXRY)
Hence 6,(X x Y) C Z. Let G be an ultrametric space, f : X x Y — @ a continuous
function, and z € 6,Y. Consider the function

9:X =G, g(2)=f"(2)

where fP : B,(X x Y) = B,G is the continuous extension of f. Since the map a
fPe(a, z) is continuous on B, X, it follows that g% (a) = fP(a,z) forall a € B, X. For
a € 6,X, we have gP°(a) € G. So, for (a,2) € 0, X x6,Y, we have that f#(a,z) € G.
This (by Theorem 4.6) implies that Z C 6,(X x Y) and so Z = 0,(X xY). Hence
the result follows.

Theorem 5.19 For an m € M(X), the following are equivalent:
1. supp(mPe) C 0,X.

2. If (V;)ier is a clopen partition of X, then there ezists a finite subset Jof I
such that [m|(U;gs Vi) = 0.

3. If (Vs) is a net of clopen subsets of X such that Wgﬁ”x | H € Q,, then there
ezists a 0, such that m(Vs) =0 for & = b,.

L If 757X | H €Q,, then there ezists a 6 such that [m|(Vs) = 0.

5. For each H € Q, there exists a clopen subset A of X with |m|(A) = 0 and
H c 77X
(1) = (2). Since
supp(mP) C 8,X C Uﬁﬂ"x,
there exists a finite set J such that
supp(mP°) C 6,X C UVZﬁOX.
ieJ
If now W € K(X) is contained in (J;¢; Vi, then WX is disjoint from supp(mfe)

and so m(W) = 0. It follows that |m|(U;e, Vi) = 0.

(2) = (3). Since H € Qy, there exists a clopen partition (A;)ier of X such that
H is disjoint from each E’B"X. By our hypothesis, there exists a finite subset J of
I such that |m|(A4) = 0, where A = U?i_ A;. If B = X\ A, then Hﬂ?ﬁ"x = ()
and so H C AP Now B Us V¥ ", and so B ¢ V{E’G"X, for some §,. If
§ > 6,, then V3 C A and so m(Vs) = 0.

The proofs of the implications (3) = (4) = () are analogous to the ones used in
Theorem 2.5.

(5) = (1). Assume that there exists z € supp(mP?), z ¢ 0,X. Then there exists
a clopen partition (4;)icr of X with z ¢ UZEﬂ"X. Thus {z} € Q. By (5), there
exists a clopen subset A of X with z € A%* — D and |m|(A) = 0. But then
|mP|(D) = |m|(A) = 0, contradicting the fact that z is in the support of mPe. This
completes the proof.

J
X

7
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6 The Space M;(X, E')

We denote by My(X,E") the space of all m € M(X, E') which have a bounding
support, i.e. there exists a bounding subset B of X such that m(V) = 0 for all
clopen V disjoint from B. In case E =K, we write simply My (X).

Theorem 6.1 If m € My(X,E'), then every f € C(X, E) is m-integrable. More-
over, if B is a bounding support of m and p € cs(E) with mp(X) < oo, then

[1 dm1 < W13 - Il

Proof: Let f € Cp(X, E) and let B be a bounding subset of X which is a support
set for m. Since the the closure of a bounding set is bounding, we may assume that
B is closed. Let p € cs(E) with my(X) < co. The set f (B) is bounding in E and
hence totaly bounded by Theorem 5.4. Thus, given € > 0, there are z1,...,Zn in B
such that the sets

Vi = {z:p(f(2) — f(zx)) S €/mlp}, k=1,....m,

are pairwise disjoint and cover B. Let Vpq1 = X'\ Uk=1 Vi and choose zp41 € Va1
if Vo1 # 0. Let {Wy,...,Wn} be a clopen partition of X which is a refinement of
{(V1,..., Vay1} and y; € W;. We may assume that U, Vi = U?:l W;. TW; CV;
for some ¢ < n, then

Im(W;)[f () — F)]l < llmllp - p(F (y5) — flwi)) <&
while, for W; C V41, we have m(W;) = 0. Thus

% n

N
ST mWy) ;) - Y m(Vi)f(zi)| <e.

j=1 =1

This proves that f is m-integrable and

<e

JEEEIOHED
i=1
Since |m(V;) f(z:)| < IfllBp - Imllp, it follows that

} / fdm‘ < max{|fllzp - Imllp,h

for each € > 0, and the proof is complete.

We denote by 7, the topology on C(X, E) of uniform convergence on the bound-
ing subsets of X.

Lemma 6.2 The space S(X,E) is mp-dense in C(X, E).
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Proof: Let f € C(X,E), p € cs(E), € > 0 and B a bounding subset of X.
There are z1,...,Z, in B such that the sets

Vi = {z:p(f(z) - flzx)) <€}, k=1,...,n,
are pairwise disjoint and cover B. If g = > k=1 xvi f(zx), then If —gllBp < € and
the Lemma follows.

Theorem 6.3 For m € My(X,E'), let

bm: CX,E) 2 K, ()= [ fm.

Then by, is Tp-continuous and My(X, E'") is algebraically isomorphic to the. dual
space of (C(X,E), ) via the isomorphism m = . '

Proof: In view of Theorem 6.1, %, is an element of G = (C(X,E),n). On
the other hand, let 1 € G. Since 7|g,.(x,E) 18 coarser than the topology 7, of
uniform convergence, there exists m € M (X, E') such that 9( f) = [ fdm for all
f € Cre(X, E). Let B a bounding subset of X and p € cs(E) be such that

{f €C(X,BE): Ifllp <1} C{f: (NI <1}

Tt follows that B is a support set for m and so m € Mp (X, E"). Now 1 and t, are
both 7;-continuous and they coincide on the 7,-dense subspace S(X, E) of C(X, E).
Thus ¥ = 1y, and the result follows.

Theorem 6.4 Let m € My(X,E'). If p € cs(E) is such that lmllp, < oo, then
m € My,(X, E').

Proof: Let B be a bounding support for m and let (V;);er be a clopen partition of
X. The set BX is compact and

P eaXc U'ﬁ’5°x.

Hence, there exists a finite subset J of I such that
FGDX © U 'ﬁ.@ox
ieJ
and so B C ;e Vi, which implies that mp(Uses Vi) = 0. Thus m € Myy(X, E')
by [13], Theorem 5.7.

Theorem 6.5 The topology induced by 7, on Cy(X, E) is coarser than s

Proof: Let B be a bounding subset of X, p € cs(E) and H € Q. There exists a
clopen partition (V;)ier) of X such that

HcpX \ W
el

As in the proof of the preceding Theorem, there exists a finite subset J of I such
that B C ;s Vi=V. If h = xv, then hfe = XypoX vanishes on H and

{f € (X, B) : |hflly < ek C{f: IflBp < €}
which clearly completes the proof.
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7 My X) as a Completion

The space M,(X) was introduced in [12]. It is the space of the so called separable
members of M,(X). For m € M(X), d a continuous ultrapseudometric on X and
A a d-clopen subset of X, we define

|m)|4(A) = sup{|m(B)|: BC A, B d— clopen}.

For F C X, we define
Im[§(F) = infsup |m|4(An),
i

where the infimum is taken over the family of all sequences (Ap) of d-clopen sets
which cover F. An element m of M, (X) is said to be separable if, for each continuous
ultrapseudometric d on X, there exists a d-closed, d-separable subset G of X such
that |m[%(X \ G) = 0. As it is shown in [12], if m € My(X), then every f € Cy(X)
is m-integrable. Let now G = (Ch(X ), 7)', where 7 is the topology of uniform
convergence. For each z € X, let 6z be the corresponding Dirac measure. Thus
8z € G, 65(f) = f(z). Let L(X) be the subspace of G spanned by the set {d : z €
X}. Let &, be the collection of all equicontinuous 7,-bounded subsets of Cp(X).
Consider the dual pair < Cy(X), L(X) >.

Lemma 7.1 If B € &,, then the bipolar B* of B, with respect to the pair
< Cy(X),L(X) >, is also in Ey.

Proof: Let 0 = o(Ch(X),L(X)). By [21], Proposition 4.10, we have that B =

(co(B)U) e, where co(B) is the absolutely convex hull of B, co(B) the o-closure of

co(B) and, for A an absolutely convex subset of a vector space E over K, A® is the
edged hull of A (see [21] ). Thus, if [A| > 1, we have

B C Aco(B) .

So it suffices to show that the set By = co(B) is in &,. But

sup ||f|l = sup || f]| < oo
FeB; fEB

Given z € X, and ¢ > 0, there exists a neighborhood V of z such that | f(z)—f(¥)| <
¢ for every f € B and every y € V. It is easy to see, for f € B; and y € V, we have
|f(z) — f(y)| < e. This proves that B% € & and the result follows.

Consider now on L(X) the topology e, of uniform convergence on the members
of £,. Thus e, is generated by the family of seminorms pg, B € &,, where pp(u) =
supsep [u(f)]- Let

A: X = LX), z+ 0z

Clearly A is one-to-one.
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Theorem 7.2 The map
A X = (AX), eulacx))
is a homeomorphism.

Proof: Let (z,) be a net in X converging to some € X andlet B € &, and e > 0.
There exists a neighborhood V' of z such that

pp(6z — 6y) =sup|f(z) — f(y)| <e
feB

if y € V. Let 9, be such that z, € V if v > 7,. Now, for v 2.70, we have that
pB(dz — dz,) < €, which proves that A is continuous. Conversely, suppose that for a
net (z,) in X, we have that oz, L2, 5. and let V be a clopen neighborhood of z. Let
f=xv, B={f} € &y There exists a 7, such that pp(z—zy) = |f(x) = fl¥)| <1
when v > 7,. But then z, € V when v 2 7, which proves that z, — z, and the
result follows.

In view of the preceding Theorem, we may consider X as a topological subspace
of (L(X),eu).

Theorem 7.3 e, is the finest of all polar locally convex topologies y on L(X) which
induce on X its topology and for which X is a bounded subset of (L(X),7)-

Proof: The topology e, is clearly polar. We show first that X is ey,-bounded.
Indeed, let B € &, and choose A € K with |A| > supgep £l Since [6z(F)] < [Al,
for all f € B, we have that X C AB°, and so X is e,-bounded. Suppose now that
+ is a polar topology on L(X) which induces on X its topology and for which X
is y-bounded. Let W be a polar ~v-neighborhood of zero in L(X) and take B =
{¢lx : p € W°}, where W is the polar of W in the dual space of (L(X),v). Every
f € B is continuous on X. Since X is v-bounded, there exists A € K, such that
X C AW and so supseg [If]l < |Al. Also, B is an equicontinuous set. In fact, let
z € X C AW. Let & be a non-zero element of K and take V = (2 + aW) N X.
Then V is a neighborhood of z in X. If y € V, then for ¢ € We and f = ¢|x,
we have |fy) — f(z)| < |e|. This proves that B € &y. Moreover B® C¢ W =W,
which proves that W is a neighborhood of zero in L(X) for the topology e,. This
completes the proof.

Theorem 7.4 The dual space of F = (L(X),eq) coincides with Cp(X).

Proof: Since e, is finer than the weak topology o(L(X), Cp(X)), it follows that
Cy(X) is contained in F' (considering every element of Cy(X) as a linear functional
on L(X) ). On the other hand, let ¢ € F' and define f : X — K, f(z)= ¢(dz).
Then f is continuous. Since X is e,-bounded, there exists A € K such that X C AD,
where D = {u € L(X) : |¢(u)| < 1}. It follows that 7]l < 1A and so f € Cp(X). It
is now clear that ¢(u) =< f,u >, for all u € L(X), and the result follows.
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Next we will look at the completion F' of the space F = (L(X),es). Since F
is a Hausdorff polar space, F is the space of all linear functionals on F' = Cy(X )
which are o(Cy(X), L(X))-continuous on each e,-equicontinuous subset of Cp(X)
(by [16]). We will prove that F' coincides with the space M;(X) equipped with the
topology of uniform convergence on the members of &,.

Lemma 7.5 A subset B of Cy(X) is ey-equicontinuous iff B € &y.

Proof: If B € &,, then B is an ey-neighborhood of zero and so B°° (and hence
also its subset B) is ey-equicontinuous . Conversely, let B be an ey-equicontinuous
subset of Cp(X). There exists B; € &, such that B C B¢°. Since Bf° € &, the
same holds for B and the Lemma follows.

Theorem 7.6 The completion of the space F' = (L(X),ey) is the space M (X)
equipped with the topology of uniform convergence on the members of Ei

Proof: Let u € F. Then u is a linear functional on F' = Cy(X).

Claim I. u is 7y-continuous. In fact, Let (fn) be a sequence in Cp(X) with
fn 0. Theset B={fn:n€ N7} belongs to £ and fn — 0 in the weak topology
o(Cp(X),L(X)). Since u € £, we have that u(f,) — 0, which proves that u is
Ty-continuous.

Claim II. u is B,-continuous. To prove this, it suffices to show that, on every
member of &,, u is continuous with respect to the topology of simple convergence
(by [12], Theorem 6.4). But the last topology coincides with o(Cy(X), L(X)). Hence
the claim follows.

By [12], Theorem 6.4, there exists an m € M,(X) such that u(f) = [ f dm, for all
f € Cy(X). Conversely, if m € Ms(X), then the linear functional u, on Cy(X),
um(f) = [ fdm, is in F by Lemma 7.5 and by [12], Theorem 6.4.This clearly
completes the proof.

Theorem 7.7 Let E be a Hausdorff polar locally convez space and let f: X = FEbe
continuous such that f(X) is bounded. Then there exists a unique continuous linear
map T : (L(X),ey) — E such that T = f on X. If E is in addition complete, then
there erists a continuous linear map T : (Ms(X),ey) — E such that T = f on X.

Proof: Let T : (L(X),eq) = E be the unique continuous linear extension of f.
We need to show that T' is e,-continuous. Let 7, be the polar topology of E. Then
11 = T~Y(7,) is polar and so the supremum 73 = €y V 71 I8 polar. It is easy to
see that X is mo-bounded. Also 7|x coincides with the topology of X. In view of
Theorem 7.3, 75 coincide with e, which clearly implies that T is ey-continuous. In
case E is complete, T' has a continuous linear extension T : (Ms(X),eu) — E since
(L(X),ey) is a dense topological subspace of (M,(X), es). Hence the result follows.

A linear functional ¢ on Cp(X) is said to be bounded if it is Ty-continuous.
Equivalently, ¢ is bounded if

gl = sup{l¢(FI/Nf1I : f € Co(X), f # O} < 0.
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Theorem 7.8 For a linear functional ¢ on Cy(X) the following are equivalent :
1. There ezists m € My(X) such that $(f) = [ fdm for all f € Cy(X).

2. ¢ is bounded and, for each equicontinuous net (fs) in Cy(X), with f5 10, we
have that ¢(fs5) —+ 0.

Proof: (1) = (2) . Let m € My(X) be such that ¢ = um, um(f) = [ f dm. By
Theorem 7.6, ¢ belongs to the completion of F = (L(X), ey). Then ¢ is bounded.
Let (f5)sen be an equicontinuous net with f; 10. If §, € A, then taking the subnet
(f5)s>6, we see that {fs:d > 8o} € &y. Since f5(z) — 0 for all z, we have that
¢(fs) — 0.

(2) = (1).  Since ¢ is bounded, there exists an m € M(X) such that é(f) = [ fdm
for all f € Cre(X).

Claim I.m € M,(X). Indeed, let (V;)icr be a clopen partition of X. For each finite
subset J of I, let Ay = U;e; Vis Bs =A% I fr = xB,, then f5 1 0. Also (f)
is equicontinuous and f; — 0 pointwise. By our hypothesis, m(By) = ¢(fs) = 0.
Thus m(X) — >;c; m(Vi) = m(By) — 0, and som € M(X) by [12], Theorem 6.9.
Claim II. ¢ = uy,. Indeed, let f € Cy(X) and e > 0. consider the equivalence
relation ~ on X, z ~ y iff |f(z) — f(y)| < e Let (Vi)ier be the clopen partition
of X corresponding to ~. Let z; € V;, o = f (z;). For each finite subset J of I,
let g5 = Y ey Qixvis hi= }:iﬂ a;xv;- Then (hy) is equicontinuous and hy J 0.
By our hypothesis, ¢(h;) — 0. Also, um(hs) — 0. Hence there exists J such that
lum(Rs)| < € |p(hj)| <€ Let g=f —gs—hy. Then llgll < e. Hence

16| < Il - llgll < elldll,  lum(g)l < ellmll

Since ¢(gs) = um(gy), it follows that
|6(F) — um(F)| < max{elll, ellmll}.

As e > 0 was arbitrary, we conclude that ¢(f) = un,(f) and the proof is complete.

For d a bounded continuous ultrapseudomefric on X, let
mg: X = X4, = I,
be the quotient map and let
Ty : (Co(Xa), B) — (Cy(X), Be)

be the induced linear map. The dual of the space (Cy(X),Be) is the space M,(X)
(see [12], Theorem 6.4 ) and

T;(MS(X)) C MT(Xd) = Ms(Xd)'
Lemma 7.9 The map
Té’ : (MS(X)aeH) - (MT(Xd),eu)

18 continuous.

83
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Proof: It follows from the fact that, if A € Eu(X4), then B = Ty(A) € Eu(X ) and
(B e A

Theorem 7.10 (M,(X),eu) is the projective limt of the spaces (Mr(Xa),eu), with
respect to the maps T}, where d ranges over the family of all bounded continuous
ultrapseudometrics on X.

Proof: We need to show that the topology ey is the weakest of all locally convex
topologies T on M(X) for which each

T} : (Me(X),7) = (Mr(Xa), eu)

is continuous. Let 7 be such a topology and let B € Eu(X). Define d(z,y) =
supsep |f(z) — f(y)|- Then d is a bounded continuous ultrapseudometric on X. For
each f € B, the function

FiXg—K, f@)=f(2),

is well defined and continuous. Clearly the set A = {f : f € B} is uniformly
bounded. Let 4 € X4 and € > 0. The set

V = {fa: d(Z4,9a) < €}
is a neighborhood of &4 and, for §q € V and f € B, we have
\f(§a) — F(&a)| < d(Ea,Pa) S €

Thus A € &,(X4). Since Tj is T-continuous, the set M = (T3)~(4°) is a 7-
neighborhood of zero. But M C B°. Thus B° is a T-neighborhood of zero, which
proves that 7 is finer than ey. Hence the result follows.

8 Mg, (X) as a Completion

For each = € X, §; may be considered as an element of the algebraic dual C(X)* of
the space C(X). Let L(X) be the subspace of C(X)* spanned by the set {ds iz €
X}. Let & = £(X) be the family of all pointwise bounded equicontinuous subsets
of C(X).

Lemma 8.1 The bidual B, of a set B € £, with respect to the pair < C(X), L(X) >,
is also in E.

Proof: The proof is analogous to the one of Lemma 7.1.

Consider on L(X) the locally convex topology E of uniform convergence on the
members of €. As in Theorem 7.2, we have the following

Theorem 8.2 IfA: X — L(X), g, then the map
A X = (A(X), elawx))

is a homeomorphism.
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In view of the preceding Theorem, we may consider X as a topological subspace
of (L(X),e).

Theorem 8.3 e is the finest of all polar topologies on L(X) which induce on X its
topology.

Proof: The proof is analogous to the one of Theorem 7.3.

The proof of the following Theorem is analogous to the one of Theorem 7.4.
Theorem 8.4 The dual space of G = (L(X),e) coincides with C(X).

Lemma 8.5 A subset B, of the dual space C(X) of G = (L(X),e), is e-equicontinuous
iff Bek.

Proof: The proof is analogous to that of Lemma 7.5.

Next we will look at the completion of the space G = (L(X),e). Since G is Haus-
dorff and polar, its completion & coincides with the space of all linear functionals on
G' = C(X) which are o(C(X), L(X))-continuous ( equivalently continuous with re-
spect to the topology of simple convergence on e-equicontinuous subsets of C(X), i.e.
on the members of €. The topology of G is that of uniform convergence on the mem-
bers of £. Let My, (X) be the space of all m € M(X ) for which supp(mPe) C v X.
For m € My, (X), we will show that every f € C (X) is m-integrable . Thus m de-
fines a linear functional u, on C(X), um(f) = [ f dm. We will prove that M, (X)
is algebraically isomorphic to @ via the isomorphism m +— Up,.

Theorem 8.6 If m € My(X), then um € G.

Proof: Let D be a bounding subset of X which is a support set for m. The set
7 — DBoX ig contained in 8,X. Let B € £ and let (f5) be a net in B which converges
pointwise to the zero function. Since the set B = {f% : f € B} is in £(8,X) (by
Theorem 5.10), given z € Z and € > 0, there exists a clopen neighborhood W, of
2 in 6,X such that |f%(z) — f%(y)| < ¢/||lm| for all f € B and ally € W;. In
view of the compactness of Z, there are z1,...,2n In Z such that Z C Uy, Wa,-
Let Vi = X N W,,. If a,b € Vj, then |f(a) — f(®)| < ¢/||m|| for all f € B. Let
Ay = Vi, Apy1 = Vigr \U, W, for k= 1,...,n — 1. Keeping those 4; which
are not empty, we may assume that A; # 0 for all i. Choose z; € A;. Clearly
Im|(X \ UF_; Ax) = 0. Since f5 — 0 pointwise, there exists J, such that

max{|f5(zx)] : 1 < k& < n} < €f|lm]|

for all § > 6,. Let now § > d,. Then

., fsdm —m(Ag) fo(zi| < e and |m(Ax)fs(zi)| <e
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which implies that | [ 4, 1 dm| < e. Thus, for § > &, we have

-l Lo

which completes the proof.

<e¢,

Theorem 8.7 Let m € My, (X), g € C(X) and d a continuous ultrapseudometric
on X be such that g is d-uniformly continuous. Then :

1. g is m-integrable.
2. If p = Tim € M (Xa), then p has compact support.

3. The function
giXd_'}K': g(jd)::g(m):

is well defined and continuous. Moreover [Gdp=[gdm.
4. Um € G

Proof: (1). Let Vp = {z € X : |g(z)| < n}, W, = V. Since Wy | 0 and
supp(mPe) C v,X, there exists n such that |m|(Wn) = 0 (by Theorem 2.4). Let
h=g-xv,. Then f =h mae. (see [14, Definition 2.4]), and so f is m-integrable
since h is m-integrable. Moreover [ gdm = [ hdm.

(2) Since p is T-additive, we have

._—-—-ﬁoX
supp(pPe) = supp(p) .

Now it suffices to show that supp(x) is bounding since X, is a po-space. So we need
to prove that supp(pPe) C v X4. To show this it is enough to prove that

supp(pPe) C 7P (supp(m®)) = D,

where 7 : X — X is the quotient map. So, let W be a clopen subset of 8,X which
is disjoint from D. Then (wPe)~1(W) is disjoint from supp(mP) and

ubo (W) = p(W N Xg) =< Tgm, Xwnx, >
— (W N X)) =mf (TIW N XD )
But
"YW N Xg) C (xP)"H (W) andso =~ H(WN X ¢ (nfo) " (W)

which implies that pf (W) = 0. It follows that the support of P is contained in D
and this proves (2).
(3). It is easy to see that § is well defined and continuous. Let

Ap, ={z € X :|g(z)| < n}.
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There exists an n such that |m|(AS) = 0. If h = g - xa,, then m(Ap) is d-clopen
and A = 7 - Xr(A4,)- [ Y is a clopen subset of X, disjoint from 7(Ay), then pu(Y) =
m(r~1(Y)) = 0 since 7~ 1(Y) is disjoint from An. Thus

[gdmz[hdm=/ﬁdu=/§dp.

(4). Let B € £ and let (f5) be a net in B which converges pointwise to the zero
function. Define d(z,y) = supsep |f(z) — f(y)|- Now B={f:fe€B}e&Xq
and fg — 0 pointwise. Since p has a bounding support, we ha,vewthat f fsdm =
[ fsdu — 0 by the preceding Theorem. This proves that u, € G and the result
follows.

Theorem 8.8 If ¢ € G, then there ezists an m € M, (X) such that ¢ = up.

Proof: Lt B € &, and let (fs) be a net in B which converges pointwise to the zero
function. Then ¢(fs) — 0, which proves that dlc,(x) belongs to the completion of
the space F' = (L(X),ey). Thus, by Theorem 7.6, there exists m € M,(X) such
that ¢(f) = [ fdm for all f € Cy(X). We will show first that supp(mPe) C v.X.
In fact, assume that there exists a z € supp(mP) \ voX. Let (V) be a sequence
of clopen subsets of X, with V, | 0 and z € _Vzﬁ"x for all n. Since z € supp(mPe),
there exists a clopen subset A, of Vn'ﬁ X with mf (An) = 0 #0. Let By = A,NX
and fn, = o 'xB,. Given z € X, there exists n, such that z & V,,,. For y ¢ Vy,, we
have fn(y) = 0 for all n > n,. Hence (fz) € £ and fn — 0 pointwise. Thus

1=o0;'m(By) = ffn dm — 0,

a contradiction. This proves that m € My, (X). We will finish the proof by showing
that ¢(f) = [ fdm for all f € C(X). So, let f € C(X). For each positive integer
n, let

Ap = {33 : |f($)l b TL}, fn= f "XAnﬂ gn=f — fa
Then (f,) € € and f, — 0 pointwise. Thus ¢(fn) — 0 and um(fs) — 0. Also,
¢(gn) = Um(gn). It follows that ¢(f) — um(f) = 0, which completes the proof.

Combining Theorems 8.7 and 8.8, we get

Theorem 8.9 The completion of the space G = (L(X),e) coincides with the space
Mgy, (X) equipped with the topology of uniform convergence on the members of &.

By Theorem 8.6, M,(X) is a subspace of Mgy, (X). We will denote also by
e the topology on M;(X) of uniform convergence on the members of £. For d a
continuous ultrapseudometric on X, let mg : X — Xg be the quotient map and let
S4: C(X4) = C(X) be the induced linear map. As it is shown in Theorem 8.7, if
m € Mg, (X), them Sim € Mc(Xq).

Lemma 8.10 For each continuous ultrapseudometric d on X, the map
S5+ (M, (X), ) = (Mc(Xa): €)

t§ continuous.

&7
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Proof: Let A € £(X4), B = Sq(4). Then B € E(X). If B° is the polar of B in
My, (X) and A° the polar of A in My(X4) = M(X4), then S3(B°) C A° and the
result follows.

Theorem 8.11 (M, (X), €) is the projective limit of the spaces (Mc(Xg4), €), with
respect to the maps S}, where d ranges over the family of all continuous ultrapseu-
dometrics on X.

Proof: We need to show that e is the weakest of all locally convex topologies T on
My, (X) for which each of the maps

Si: (Msy,(X), 7) = (Mc(Xa), €)
is continuous. So, let 7 be such a topology and let B € £(X). Define
d(z,y) = sup |f(z) — F(¥)]
feB
Then d is a continuous ultrapseudometric on X. For each f € B, the function
f:iXa— K, f(&)=f(z)

is well defined and continuous. Clearly the set A = { §:feB}isin&(Xg). Since 53
is T-continuous, the set M = (S%)~H(A% is a r-neighborhood of zero. But M C B°.
Thus B° is a 7-neighborhood of zero, which proves that 7 is finer that e. Hence the
result follows.

Theorem 8.12 For an m € M(X), the following are equivalent:
1. m € Mgy, (X).

9 For each continuous ultrapseudometric d on X the measure
my: K(Xg) = K, ma(4) =m(ry" (4))
has compact support.

3. For each clopen partition (A;)ier of X, there exists a finite subset J, of I such
that m({U;g s Ai) = 0 for all finite subsets J of I which contain Jo.

Proof: (1) = (2). It follows from the fact that mq = SEm.

(2) = (3). Let (A;)ier beaclopen partition of X and take f; = x4,. If Bi = ma(Ai),
then (B;)ier is a clopen partition of X4. Let Z be a compact support of mg. There
exists a finite subset J, of I such that Z C Usies, Bi- Let the finite subset J of I
contain J,. If A = J;g A; and B = ma(4), then 0 = ma(B) = m(r7*(B)) = m(4).
(3) = (1). Let (Aj)ier be a clopen partition of X and let J, be as in (3). Clearly
m(A;) =0 for all i ¢ J,. Thus

ol (U Ai) +m (U Ai) = 3" m(d) = Y ml4s),

icJo i¢Jo i€Jo icl
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and so m € M,(X) by [12], Theorem 6.9. To show that
supp(mP°)) C v, X

it suffices, by Theorem 2.4, to show that if (W) is a sequence of clopen subsets of
X, with Wy, | 0, then there exists n, such that m(Wy) = 0if n 2 n,. Given such
a sequence, let Dy = Wf, Dpy1 = Wn\ Wpyt for n > 1. Then (Dy,) is a clopen
partition of X. By our hypothesis, there exists n, such that 'n"a([_,ln.},n1 Dy =10
if ny > n,. For each n, we have Wy = Ups, Di- Hence, for n > n,, we have
m(W,) = 0, which completes the proof.

9 Polarly Barrelled Spaces of Continuous Functions

Definition 9.1 A Hausdorff locally convez space E is called :

1. polarly barrelled if every bounded subset of E. = (E',o(E',E)) is equiconinu-
ous.

2. polarly quaasi-barrelled if every strongly bounded subset of E' is equicontinuous.

We will denote by Ce(X, E) the space C(X, E) equipped with the topology of

uniform convergence on compact subsets of X. By M.(X,E') we will denote the
space of all m € M(X,E') with compact support. The dual space of C.(X, E)
coincides with M(X, E').
Recall that a zero-dimensional Hausdorff topological space X is called a po-space
(see [1]) if every bounding subset of X is relatively compact. We denote by poX
the smallest of all j,-subspaces of 3, X which contain X, Then X € p X C 0,X
and, for each bounding subset A of X, the set AP is contained in poX (see [1]).
Moreover, if Y is another Hausdorff zero-dimensional space and f : X — Y, then
fPo(X) C poY and so there exists a continuous extension ffe : u,X — poY of f.

Theorem 9.2 Assume that E' # {0} and let G = C,(X,E). Then G is polarly
barrelled iff X is a po-space and E polarly barrelled.

Proof: Assume that G is polarly barrelled.
I. FE is polarly barrelled. Indeed, let ® be a w*-bounded subset of E' and let
z € X. Foru € E', let

ug : G = K, ua(f) = uw(f(2)).

Let H = {uy : u € ®}. For f € C(X, E), we have

sup [ug(f)] = sup [u(f(z))] < 00
ued ued

and so H is a w*-bounded subset of G'. By our hypothesis, there exists p € cs(E)
and Y a compact subset of X such that

{feG:|flyvp <1} C H"
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But then {s € E : p(s) < 1} C ®° and so @ is equicontinuous.
II. X isa p-space. In fact, let A be a bounding subset of X andletz' € ', ' # 0.
Define p on E by p(z) = |z/(s)|- Then p € cs(E). The set

D={feG:|lflap<1}

is a polar barrel in G and so D is a neighborhood of zero in G. Let ¥ a compact
subset of X and g € cs(E) be such that

{feG:|flvp<1}CD.

But then A C Y and so 4 is compact.
Conversely, suppose that E is polarly barrelled and X a po-space. Let H be a
w*-bounded subset of the dual space M(X,E') of G. Let s € B and

D ={ms:me H} C M(X).
For h € Cre(X), we have that

sup | < ms,h > |= sup | < m,hs > | < oo.
meH meH

Thus, considering M(X) as the dual of the Banach space F' = (Cre(X),7u), D i8

w*-bounded of F' and so sup,cx ||ms| = ds < oco. Hence, |m(V)s| < ds for all
V € K(X). It follows that the set
M= | m(E(X))
meH

is a w*-bounded subset of E'. Since E is polarly barrelled, there exists p € ¢s (E) such
that |u(s)| < 1forallue Mandalls € E with p(s) < 1. Hence suppep [mllp < oo
We may choose p so that [|m|l, <1forallm € H. Let

Z=S8(H)= U supp(m).
meH

Then Z is bounding. In fact, assume that Z is not bounding. Then, by [11],
Proposition 6.6, there exists a sequence (mg) in H and f € C(X,F) such that
< myp, f >= A, for all n, where [A] > 1, which contradicts the fact that H is
w*-bounded. By our hypothesis now, Z is compact. Since

{(feG:|fllzp <1} C H,
the result follows.

Corollary 9.3 C.(X) is polarly barrelled iff X is a po-space.

Let now G, E be Hausdorff locally convex spaces. We denote by Ls(G, E) the
space L(G, E) of all continuous linear maps, from G to E, equipped with the topology
of simple convergence.
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Theorem 9.4 Assume that E is polar and let G be polarly barrelled. If E is a
po-space (e.g. when E is metrizable or complete), then Ls(G, E) is a po-space.

Proof: Let @ be a bounding subset of Ls(G, E). For = € G, the set

&(z) = {¢(z) : ¢ € 2}

is a bounding subset of E and hence its closure M, in E is compact. @ is a topological
subspace of EG and it is contained in the compact set M = [[,cq Mz. Since the
closure of ® in EC is compact, it suffices to show that this closure is contained in
L(G, E). To this end, we prove first that, given a polar neighborhood W of zero in
E, there exists a neighborhood U of zero in G such that ¢(U) C W for all ¢ € D.
In fact, for ¢ € @, let ¢’ be the adjoint map. Let

Z = U qﬁl(H)’

¢cd

where H is the polar of W in E'. If z € G, then ®(z) is a bounded subset of E and
hence ®(z) C aW, for some o € K. If now ¢ € @ and u € H, then

| < ¢'(u),z>| =|<u,p(z>]=< o,

which proves that Z is a w*-bounded subset of G'. As G is polarly barrelled, the
polar U = Z°, of Z in G, is a neighborhood of zero and ¢(U) Cc H° = W, for all
¢ € ®, which proves our claim. Let now ¢ € EC be in the closure of ®. Then
¢ is linear. There exists a net (¢s) in @ converging to ¢ in ECG. If z € U, then
¢(z) = lim ¢s(x) € W, which proves that ¢ is continuous. Hence the result follows.

Corollary 9.5 If E is polarly barrelled, then the weak dual B!, of E is a po-space.

Theorem 9.6 Suppose that E is polar and G polarly barrelled. For feC(X,E), let
fHo s uo X — E be its continuous estension. If T G = C.(X, E) is a continuous
linear map, then the map '

T:G = C’c(,uoX,E), s = (T's)Fe,
18 continuous

Proof: Note that F is §,-complete and hence a ji-space. Let
¢: X = Ly(G,E), <¢(z),s>= (T's)(z).

Then ¢ is continuous. Since Ly(G, E‘) is a po-space, there exists a continuous exten-
sion
Pte 1 poX — Lg(G, E).

Let now A be a compact subset of 4, X and p a polar continuous seminorm on E.
We denote also by p the continuous extension of p to all of E. Let

V ={g€ClpoX,E) : llgllap <1}
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The set & = ¢#°(A) is compact in L +(G, E). As in the proof of Theorem 9.4, there
exists a neighborhood U of zero in G such that

(U) CW ={seBE:p(s) <1},
for all ) € ®. Now, for y € A and s € U, we have

p((Ts) () = p(< ¢ (y),s >) <1

and so T's € V. This proves that T is continuous and the result follows.

Theorem 9.7 Assume that E is polar and polarly barrelled and let 7, be the locally
convez topology on C(X,E) generated by the seminorms f = ||f#llap, where A
ranges over the family of all compact subsets of toX and p € cs(E). Then :

1. (C(X, E),7,) is polarly barrelled and 7, is finer than 7, (and hence finer than
Te)s

2. If T is any polarly barrelled topology on C(X, E) which is finer than T, then T
is finer than 7,. Hence 7, is the polarly barrelled topology associated with each
of the topologies Ty and T;-

Proof: (1). Since E is polarly barrelled, the same is true for E. The space
F = Cs(poX, E) is polarly barrelled and the map

S:(C(X,E), 1) + F, [~ [,

is a linear homeomorphism. Thus 7, is polarly barrelled. Also, since for each bound-

ing subset B of X, its closure B is compact, it follows that 7, is finer than 7p.
(2). Let 7 be a polarly barrelled topology on C(X, E), which is finer than 7, and
let G = (C(X, E), 7). The identity map

T:G — C(X,E)
is continuous and hence the map
TG = ColpoX, B, I
is continuous. This proves that 7, is coarser than 7 and the Theorem follows.

Theorem 9.8 Suppose that E is polar. Then G = (C(X, E), ) is polarly barrelled
iff E is polarly barrelled and, for each compact subset A of X, there ezists a
bounding subset B of X such that A C B~

Proof: ~Assume that G is polarly barrelled. It is easy to see that E is polarly
barrelled. In view of the preceding Theorem, 7 = To. Thus, for each compact
subset A of p,X and each non-zero p € cs(E), there exist a bounding subset B of
X and q € cs(E) such that

(f €CX,E): fllBg S} C{f: IF*llap <1}
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It follows easily that A C HE"H"X. Conversely, suppose that the condition is satisfied.
The condition clearly implies that 7, is coarser than 7, and hence 7, = 7o, which
implies that G is polarly barrelled by the preceding Theorem.

Let us say that a family F of subsets of a a set Z is finite on a subset F' of Z if
the family of all members of F which meet F' is finite.

Definition 9.9 A subset D, of a topological space Z, is said to be w-bounded if
every family F of open subsets of Z, which is finite on each compact subset of Z,
is also finite on D. If this happens for families of clopen sets, then D is said to be
wy-bounded. We say that Z is a w-space (resp. a wo-space ) if every w-bounded
(resp. w,-bounded) subset is relatively compact.

Lemma 9.10 A subset D, of a zero-dimensional topological space Z, is w-bounded
iff it 15 w,-bounded.

Proof: Assume that D is not w-bounded. Then, there exists an infinite sequence
(zn) of distinct elements of D and a sequence (Vi) of open sets such that z, € V
and (V},) is finite on each compact subset of X. By [15, Lemma 2.5], there exists
a subsequence (7, ) and pairwise disjoint clopen sets Wy with z,, € Wy. We may
choose Wy C Vp,. Now (Wy) is clearly finite on each compact subset of X, which
implies that D is not we-bounded. Hence the Lemma follows.

We easily get the following
Lemma 9.11 Every w,-bounded subset of X is bounding.

Theorem 9.12 Assume that E' # {0}. Then G = Cc(X,E) is polarly quasi-
barrelled iff E is polarly quasi-barrelled and X a wo-space.

Proof: Suppose that E is polarly quasi barrelled and X a w,-space. Let H be a

strongly bounded subset of the dual space Mc(X, E) of G. We show first that there
exists p € cs(E) such that sup,,ez [mll, < co. In fact, let B be a bounded subset
of E and consider the set

D={ms:me€H, s€ B}.

If h € Cpe(X), then the set {hs: s € B} is a bounded subset of G and so

]hsdm‘ = sup /hd(ms)
meH

Considering D a a subset of the dual of the Banach space F = (Cre(X), Tu), We see
that D is a w*-bounded subset of F' and hence equicontinuous. Thus

sup
meH

< 00.

d= sup |ms| <oo.
meH,seB

Let

3= | ) m(K(X)).

meH
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Then for A € K(X), s € B, m € H, we have |m(4)s| < |lms|| < d. Hence @ is a
strongly bounded subset of E'. By our hypothesis, d is an equicontinuous subset of
E'. Thus, there exists p € cs(E) such that |m(A)s| < 1forallme H andallse E
with p(s) < 1. It follows from this that sup;,cq |lmll, = 7 < co. We may choose p
so that r < 1. Let now
Y =8(H) = U supp(m).
meH

Then Y is w,-bounded. Assume the contrary. Then, there exists a sequence (V) of
distinct clopen subsets of X, such that V,NY # 0 for all n and (V) is finite on each
compact subset of X. . For each n there exists mp € H with V, N supp(m,) # 0.
Then (mp)p(Vy) > 0. There are a clopen subset W, of V,, and s, € E, with
p(sn) < 1, such that m(Wn)sn = 1n 7 0. Let [A] > 1 and take

M = {7 N"xw,sn : 1 € N}

Since (W) is finite on each compact subset of X, it follows that M is a bounded
subset of G and so M is absorbed by H®. Let A, # 0 be such that M C A,H°. But
then

12 l)\;l'Y;l}‘nmn(Wn)snl = |A;1)fnl
for all n, which is a contradiction. So Y is wo-bounded and hence compact by our
hypothesis. Moreover

{fe@:|fllvp <1} CH"

Indeed, let ||f|lyp < 1. The set V = {z : p(f(z)) > 1} is disjoint from Y and hence
mp(V) = 0 for all m € H. Thus, for m € H, we have

(/‘;‘fdm

/fdm‘m /chdm»gmp(’[/c)gl.

Conversely, suppose that G is polarly quasi-barrelled. Let ® be a strongly bounded
subset of E' and let z € X. For u € E', define u; on G by ug(f) = u(f(z)). Then
ug € G'. The set H = {ug : u € &} is a strongly bounded subset of G'. Indeed, let
D be a bounded subset of G. Since the set {f(z) : f € D} is a bounded subset of
E, we have that

< || fllp - mp(V) =0

and so

sup |ug(f)| = sup |u(f(z))| < oo
feDucd feDucd

By our hypothesis, H is an equicontinuous subset of G'. Thus, there exists a compact
subset Y of X and p € cs(E) such that

{(feG:|fllyvp <1}

But then {s € E : p(s) < 1} C @° and so @ is an equicontinuous subset of E', which
proves that F is polarly quasi-barrelled. Finally, let A be a wo-bounded subset of
X and choose a non-zero element z’ of E'. Let p(s) = |z'(s)| and consider the set

Z={feG:|fllap <1}
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Then Z is a polar set. We will show that Z is bornivorous. So, suppose that there
exists a bounded subset M of G which is not absorbed by Z. Then, there exists a
sequence (fp) in M, ||fallap > n. Let

Vo = {z: p(fn(2)) > n}.

Then V,, intersects A. Since A is w,-bounded, there exists a compact subset ¥ of X
such that (V},) is not finite on ¥, which is a contradiction since sup ez || f|ly,p < oo.
This contradiction shows that Z absorbs bounded subsets of G. In view of our
hypothesis, there exist a compact subset ¥ of X and g € cs((E) such that

{f€G:|fllvg <1k

which implies that A C Y and so A is relatively compact. This clearly completes
the proof.

Corollary 9.13 1. C.(X) is polarly quasi-barrelled iff X is a wo-space.

2. If E' # {0}, then Co(X, E) is polarly quasi-barrelled iff both E and C.(X) are
polarly quasi- barrelled.

Definition 9.14 A subset W, of a locally conver space E, is said to be absolutely
bornivorous if it absorbs every subset S of E for which supges |u(z)| < oo for all
u € W°. The space E is said to be polarly absolutely quasi-barrelled if every polar
absolutely bornivorous subset of E is a neighborhood of zero.

Lemma 9.15 Every absolutely bornivorous subset W, of a locally convez space E,
absorbs bounded subsets of E.

Proof: Let B be a bounded subset of E and suppose that W does not absorb
B. Let |A| > 1. Since B is not absorbed by W, there exists u € W such that
sup,ep |u(z)| = co. Choose a sequence (z,) in B such that [u(zs)| > |A[" for all
n. Since B is bounded, we have that y, = A"z, — 0, and so u(y,) = 0, a
contradiction.

Definition 9.16 A subset A, of a topological space Z, is called aw,-bounded if it is
wo-bounded in its subspace topology. The space Z is said to be an aw,-space if every
aw,-bounded set is relatively compact.

Theorem 9.17 If D is an absolutely bornivorous subset of G = Co(X, E) and if
H = D° is the polar of D in the dual space M (X,E'") of G, then the set

Y =5(H) = |J supp(m)
meH

s awy-bounded.
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Proof: Assume the contrary. Then, there exists a sequence (On) of open subsets
of X such that Z, = O, NY # 0, Zn # Zy, for n # k, and (Z,) is finite on each
compact subset of Y. For each n, there exists an mn € H with Oy, N supp(my) # 0.
Let W, be a clopen subset of O such that mp(Wy) # 0. Choose sn € E such that
mn(Wa)sn = 1, and let |A| > 1, hp = A" Xw, 8n- Consider the set ' = {hn : n € N}.
For each m € H, the sequence (W) is finite on the supp(m) and thus m(Wy,) =0
finally, which implies that sup, | < m,hn > | < coforallme H. Therefore, there
exists o # 0 such that F C aD. But then

1> <a thy,me > | = la 1",
for all n, which is impossible. This contradiction completes the proof.

Theorem 9.18 Assume that E' # {0}. If the space G = C.(X,E) is polarly ab-
solutely quasi-barrelled, then E is polarly absolutely quasi-barrelled and X an awo-
space.

Proof: Let W be a polar absolutely bornivorous subset of E and let W¢ be its
polar in E'. Let z € X and, for u € E', let ug € E'. ug(f) = u(f(z)). Consider the
set H = {ug : u € W°}, and let D = H’ be its polar in G. Then D is absolutely
bornivorous. Indeed, let M C G be such that supsep lug(f)| < oo for all u € W°.
Thus, for u € W°, we have that supseps lu(f(z))| < oo. Let S = {f(z) : f e M}.
Since, for u € W°, we have that supyeg|u(s)| < oo and since W is absolutely
bornivorous, there exists o € K such that 5§ C aW. But then M C aD. So, D is an
absolutely bornivorous polar subset of G. By our hypothesis, D is a neighborhood
of zero in G. Hence, there exist a compact subset ¥ of X and p € cs(E) such that

{feG:|flyps1}CD,

which implies that
(seE:p(s) <1} CcW*=W.

This proves that E is polarly absolutely quasi-barrelled. To prove that X is an
awy-space, consider an awo-bounded subset A of X, ¢’ a non-zero element of E' and
define p(s) = |z'(s)|- The set

V={feCX,E): |fllap <1}

is a polar subset of G. Also V' is absolutely bornivorous. In fact, let Z C G be such
that sup ez [u(f)| < oo for each u € Ve c G'. We claim that V absorbs Z. Assume
the contrary and let |A\| > 1. There exists a sequence (fn)in Z, fn ¢ A"V. Let

Vo=1{z: p(fa(z)) > |AI"}

Then V,, N A # 0. Since A is aw,-bounded, there exists a compact subset ¥ of A
such that (V;,) is not finite on Y. Let gn = faly and consider the space F' = C (Y, E)
with the topology of uniform convergence. Let g € es(F), q(g) = llgllp- Then ¢ is
a polar seminorm on F and so the normed space Iy is polar. Since (V;,) is not finite
on Y, it follows that sup, g(gn) = co. Let m: F — Fy be the canonical map and
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Gn = 7(gy). Then sup, ||gn|| = oco. Since Fy is polar, there exists ¢ € F such that
sup,, |¢(gn| = oo. Let u = ¢pow. For g € F, we have

lu(g)| = 18(3)] < 18]l - llgllp-

Let

w: Ce(X, E) —+ K, w(f) — U’(f'Y)
Then |w(f)| < |9l - Iflly,y and so w € G'. Let |y| > ||¢f. Ifv = v w, then v € V°.
But :

sup [v(f)] > |y~!| - sup [ulgal = Iy : sup|$(Gn)| = oo,
fez oom n - .

a contradiction. This contradiction shows that V absorbs Z and therefore V is an
absolutely bornivorous barrel. Thus V is a neighborhood of zero in G. Let K be a
compact subset of X and r € cs(E) be such that

{feG:|fllxs <1} CV.

Then A c K and so A is relatively compact. This clearly completes the proof.

Theorem 9.19 Assume that E' # {0}. If E is polarly quasi-barrelled, then
G = C,(X, E) is polarly absolutely quasi-barrelled iff X is an aw,-space.

Proof: The necessity follows from the preceding Theorem.
Sufficiency : Let D be a polar absolutely bornivorous subset of G and let H = D°
be its polar in G'. By Theorem 9.17, the set

Y =S(H) = |J supp(m)
meH

ia aw,-bounded and hence compact. Let

o= | ) m(K(X)).
meH
Then @ is a strongly bounded subset of E'. In fact, let B be a bounded subset of
E. The set
F={xas: A€ K(X),s € B}

is bounded in G. Since D is bornivorous, there exists a non-zero o € K such that
F C aD. Thus, for m € H, s € B, A € K(X), we have that a~lxas € D and so
|m(A)s| < |e|. Therefore

sup _[$(s)| < e,
ped®,seB

which proves that @ is strongly bounded in E'. But then ® is equicontinuous. Hence,
there exists p € cs(F) such that

®C {seFE:p(s) <1}

Now
W={feG:|fllyp <1} CH*=D.
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Indeed, let ||f|lyp < 1 and let V = {z : p(f(z)) < 1}. For each clopen subset V7 of
Ve, we have that m(Vi) = 0 for all m € H. For A a clopen subset of V and z € A,
we have p(f(z)) <1 and so |[m(A)f(z)| < 1, which implies that

fro-[ o

Thus W C D and the result follows.
Corollary 9.20 C.(X) is polarly absolutely quasi-barrelled iff X is an aw,-space.

Corollary 9.21 Assume that E' # {0}. If E is a bornological space and X an aw,-
space, then Co(X, E) is polarly absolutely quasi-barrelled. In particular this happens
when E 1is metrizable.

Definition 9.22 A locally convez space E is said to be :

1. polarly ¥,-barrelled if every w*-bounded countable union of equicontinuous sub-
sets of B’ is equicontinuous.

2. polarly £°°-barrelled if every w*-bounded sequence in E' is equicontinuous.

3. polarly co-barrelled if every w*-null sequence in E' 1s equicontinuous.

Theorem 9.23 Assume that E' # {0} and let G = Cc(X, E). Consider the follow-
ing conditions.

1. G is polarly ¥,-barrelled.

2. G is polarly £>°-barrelled .

3. G is polarly co-barrelled.

4. If a o-compact subset A of X is bounding, then A is relatively compact.

Then: (a. (1) = (2) = (3) = (4).
(b). If E is a Fréchet space, then the four properties (1), (2), (3), (4) are equiva-
lent.

Proof: Clearly (1) = (2) = (3)

(3) = (4). Let (Yy) be a sequence of compact subsets of X, such that A = Y
is bounding, and choose a non-zero element u of E'. Let p be defined on E by
p(s) = |u(s)|]. Then |lull, = 1. By [22], p. 273, there exists un € M, (X) with
N,.(z)=1ifz €Y, and N, (z) = 0if 2 ¢ Y. Let

mn € M(X,E'"), mn(A) = pa(A)u

for all A € K(X). Let 0 < || < 1. For each f € C(X, E), we have

(/fdmn

S| fllvmp - ”mn“p < “an,p-
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It follows that the sequence H = (A®m,,) is w*-null and hence by (3) equicontinuous.
Let ¥ be a compact subset of X and ¢ € cs(E) be such that

{(feG:|fllyvg <1} C H".

But then A C Y and so A is relatively compact. Finally, suppose that E is a Fréchet
space and let (4) hold. Let (Hy) be a sequence of equicontinuous subsets of the dual
space M,(X, E') of G such that H = |J H, is w*-bounded. For each n, the set

Y, = S(Hn) = | ] supp(m)
meH,

is compact. Also, the set

A=5H) = %

is bounding by [11], Propostion 6.6. By our hypothesis, A is compact. Since E
is a Fréchet space, the space F' = (Cro(X, E),7,) is a Fréchet space whose dual
can be identified with M (X, E'). As H is o(F', F)-bounded, it follows that H is
Ty-equicontinuous. Thus, there exists p € cs(E) such that

{f€C(X,E): |Ifllp <1} C He.
If [A| > 1, then ||mll, < |A| for all m € H. Now
{f€G:|Ifllap <IN} C H

This clearly completes the proof.

10 Tensor Products

Throughout this section, X, Y will be zero-dimensional Hausdorff topological spaces
and E, F Hausdorff locally convex spaces. Let Boy (X) denote the collection of all
¢ € KX for which |¢| is bounded, upper-semicontinuous and vanishes at infinity.
For ¢ € Byy(X) and p € cs(E), let ps be the seminorm on Cy(X, E) defined by

py(f) = sup p(¢(z) f(z))-

zeX

As it is shown in [17], the topology f, is generated by the family of seminorms

{qu 1) & Bou(X)-, pE CS(E)}.

For ¢1,d2 € Bou(X), it is proved in [7] that there exists ¢ € Bou(X) such that
|¢] = max{|d1], |¢2|}. I ¢1 € Bou(X), ¢2 € Bou(Y), then the function

p=¢d1 x 2 X xY =K, é(z,y) = ¢1(z)d2(v),

is in Boy (X xY) and, for each locally convex space G, the topology 8, on Cp(X xY, G)
is generated by the seminorms

Dy xdpas P E Bou(X), ¢ € BOU(Y), pE CS(G).
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Let E® F be the tensor product of E, F equipped with the projective topology.
For f € Cy(X, E), g € Cp(Y, F), define

fOg:XxY >EQF, fog(z,y) = f(z)dg(y)-
The bilinear map
v:ExF—-E®F, 1(a,b)=a®b,

is continuous. Also the map (z,v) — (f(z),g9(z)), from X xY to ExF, is continuous.
Hence the composition f @ g is continuous. Since '

p®q(f ©g(z,y)) =p(f(x) - q(g(®)) < IFllp - llgll,

f © g is also bounded.
Theorem 10.1 The space G spanned by the functions

(xas) © (xBt), A€ K(X), BEK(Y),s€ E,t€F,
is Bo-dense in Cy(X x Y, E® F).

Proof: Letpe CS(E)v qe CS(F): $1 € Bou(X): ¢2 € BOH(Y): ¢ = ¢1 % Pa. Consider
the set
W={feC(XxYV,E®QF): (p®q)s(f) <1}

and let f € Cy(X x Y, E® F). We will finish the proof by showing that there exists
h € G such that f —h € W. To this end, we consider the set

D = {(z,9) : |$1(z)$2 ()| - p ® q(f (2, 9)) = 1/2}.

Then D is a compact subset of X x Y. Let Dy, Dy be the projections of Don X,Y,
respectively. Then D C Dy x Dy. Choose d > ||¢1], [|¢2]| and let z € Dy. There
exists a y such that (z,y) € D and so ¢1(z) # 0. The set

Zy ={z € X :|¢1(2)| < 2|¢r(z)[}

is open and contains z. Using the compactness of Dy, we can find a clopen neighbor-
hood W, of = contained in Z, such that p®q(f(z,y) — f(z,¥)) < 1/d? for all z € W
and all y € Dy. In view of the compactness of Dy, there are 1,72, -+ ,Tm € Dy
such that Dy C Jjeq Wx, Let

k
Al =Way, Aps=Wo o \UWe, k=12,...,m-L
Jj=1

Keeping those of the A; which are not empty, we may assume that Ay # D@ foralll <
k < m. For k= 1,...,m, there are pairwise disjoint clopen subsets Bi1y- -3 By
of Y covering Dy and yg; € By, ; such that

p® q(f(zr,y) — F @k yks)) < 1/d°
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1fy & Bk,j- Let

m g

h=>>" " XA, X XBy; - f(@k: Ys)-

k=13j=1

Then h € G. We will prove that

|p1(2)p2(v)| - p ® q(f (z,9) — h(z,y)) <1

for all z € X,y € Y. To see this, we consider the three possible cases.
Case I. ¢ ¢ |J; A. Then h(z,y) = 0. Also (z,y) ¢ D and thus

|61(z)2(y) - p ® q(f(z,9)) < 1/2.
Case IL. = € Ay, y € Dy. There exists § such that y € By j. Now
p®q(f(z,9) - F(zr,y) <1/ and p®q(f(zk,y) — f (@rUks)) < 1/d*,
Since h(z,y) = f(zk, Uk;), we have
|¢1(z)b2(y)] - p ® a(f(z, %) — h(z,y)) < L.
Case IIl. z € Ag,y ¢ Da. Then (z,y) ¢ D and so |¢1(z)d2(¥)| - p ® ¢(f(z,1)) <

1/2. If h(z,y) # 0, then y € By j, for some j, and so h(z,y) = f(zk,yr;) and

p ® q(f(zx,v) — [(Zk,Yks)) < 1/d*. Since z € Wy,, we have |¢1(z)| < 2|¢a(zr)]-
Thus

g1 (z) b2 ()| - ® a(f (@i, ) < 2|1 (zk) b2 (¥)| -2 ® a(f (zk,y)) <1

since (zg,y) ¢ D. It follows that

|p1(z) a2 (w)| - p @ q(f (2, y) — h(z,y)) < L.

Thus f — h € W, which completes the proof.

Lemma 10.2 Let p € cs(E), g € cs(F) andu € E® F. Then :

LIf us3 et @= E;”:l a; ® bj, then for all ' € E', we have

Z .’L"(Ei)yi = z m'(aj)bj.
g=I

i=1

2. If p is polar, then, for any u =Y i, z; ® yi, we have

p® q(u) = sup{g(>_ ' (z:)ws) : ¢’ € B, |2’ < p}.

i=1
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Proof: (1). Let h € F* and consider the bilinear map
w:ExF oK, w(zy)=d(z)h(y).

Let @ : E® F — K be the corresponding linear map. Then

Z z'(z:)h(y;) =@ (Z z; ® yi) =w (Z a; @ bj) = Z ' (aj)h(b;).
=1 i=1 j=1 j=1

Since this holds for all h € F*, (1) follows.
(2). Let d = sup, <, (35 o' (%:)ys). For any representation u = > 7 a;j ® b; of
w and any =’ € E', with |z'| < p, we have

q (Z m'(aj)bj) < g |z’ (a3)lg(b;) < ST;PP(%’)Q‘(bj)
j=1

and so d < sup;p(a;j)q(b;), which proves that d < p® g(u). On the other hand,
let u = .7 z; ® y; and let G be the space spanned by the the set {y1,...,¥n}-
Given 0 < t < 1, there exists a basis {ws,... , W} of G which is t-orthogonal with
respect to the seminorm g. We may write u in the form v = Y yeq 2k ® wg. For
z' € E',|z'| < p, we have

m
! " !
q (E_:l T (zk)wk) et O =’ (2x)lq(wk),
and so

m
sup g (Z m’(Zk)wk) > t- sup max|e'(z)lg(we)

l2'|<p \ =1 |z’ |<p

= t-max |:sup I:c'(Zk)Il q(wg)

l='|<p
= t- mf.XP(Zk)Q'(wk) >t-p®q(u).

Since 0 < t < 1 was arbitrary, we get that d > p®¢(u) andsod=p® q(u).

Lemma 10.3 If p € cs(E) is polar and ¢ € Bou(X), then py is a polar continuous
seminorm on (Cy(X, E), Bo)-

Proof Let py(f) > 6 > 0. There exists z € X such that |¢(z)|p(f(z)) > € and so
p(f(z)) > a = 8/|¢(z)|. Since p is polar, there exists ' € E',|z'| < p, such that
|z'(f(z))] > o Let

v:Cy(X,E) =K, v(g)= p(z)z' (9(z))-

Then v is linear and |v| < pg. Moreover, |v(f)| > 6, which proves that py is polar.
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Theorem 10.4 If E is polar, then there exists a linear homeomorphism
W (Cb(X,E), 180) ® (Ob(YvF)a ﬁa) = (Cb(-X X YsE ®F)1 }Bo)

onto a B,-dense subspace of Cy(X x Y, E® F). Moreover w(f ® g) = f ® g for all
.f = Cb(XaE)a g e Cb(YﬂF)

Proof: Let
G= (Cb(XaE)a ﬁo) @ (Cb(Y: F)1 180)'

The bilinear map
i (Cb(XuE)! ,Bo) X (Cb(YvJF): ﬁo) — (Ob(X X Y:E® F): )80))

T(f,q) = f ® g, is continuous. Indeed, let p € cs(E) be polar, g € es(F), ¢1 €
Bou(X), ¢2 € Bou(Y), = ¢1 X ¢2. Then

(p®q)e(fOg) =D |1 (z) 2 () |p ® a((f(z) @ 9(y))

= Bl |p(z, y)|p(F())a(9(y)) = pg, (F)as:(9),

and hence T is continuous. Let
w:G = (Co(X XY, E®F), Bo)

be the corresponding continuous linear map.
Claim. For each u € G, we have

(p @ Q)qi(w(u)) = P¢ @ Gpq (u)
Indeed, if u =Y }_; fr ® gk, then

n

|$1(2)¢2(W)| - p @ g(w(w)(z,y)) = |é1(z)d2(y)|-P® 4 (Z fr(z) ® gk(y))

k=1

b1 () pa(y)] - mf*XP(fk(-T))Q(Qk(y))
max Py, (f)4g, (gx)-

IA

A

Thus
(p®g)¢(w(u)) < maxpy, (fr) 2, (9x),

which proves that
(»® q)g(w(w)) < pg; ® g, (u)-

On the other hand, given 0 <t < 1, there exists a representation u = S =1 fE @ gk
of u such that the set {g1,...,gn} is t-orthogonal with respect to the Seminorm gg, .
Now
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(P ®@)plw(v) = S;lflqh(cv)qﬁz(y)lp@q(ka(m)gk(y))

k=1

= sup ||¢1(z)¢2(y)| - sup{q (Z w’(fk(m))gk(y)) : || Sp}}
k=1

z.y L

= sup ||¢1(z)]- Wifii’p{s‘;p lg2w)] - a(>_ m’(fk(w))gk(y))}]

k=1

= sup ||¢1(z)| - sup gg, (Zﬁl(fk(ﬁ'?))gk)}
L lz'|<p k=1

T

v

t - sup [lﬁbi(-”ﬁ)l - sup mfaxlwl(fk(ﬁ))l : %52(9}:)]
T |='|<p

— ¢ @) (D 00|

= i mgxwl(fk)%z(gk) >t pp ® g, ()

Since 0 < ¢t < 1 was arbitrary, we get that (p ® @)g(w(u)) = pg; @ g, (u) and the
claim follows.

It is now clear that w is one-to-one and, for M = w(G), the map w : G = (M, o)
is a homeomophism. Since, for A € K(X), B€ K(Y),a€ E, b€ F, we have that
(x4a) ® (xBb) € M, it follows that M is f,-dense in (Cy(X xY,E®F),[3) in view
of Theorem 10.1. This completes the proof.

For ' € E' and y' € F', we denote by z' ® y' the unique element of (F ® F)'
defined by

7' @y (s1® s2) = 2’ (s1)9 (52)-

Theorem 10.5 Assume that E is polar and let mi € My(X, E'), ma € M(Y,F").
Then there exists a unique m € My(X x Y, (E ® F)') such that

m(A x B) = m1(A) ® ma(B)

for A€ K(X), B € K(Y). Moreover, for g € Cy(X,E), f € Cy(Y,F),h=g0O [, we

fran(foum) ([ 10)

Proof: Since my is B,-continuous on Cp(X, E), there exist ¢1 € Boy(X) and a polar
continuous seminorm p on E such that | [ gdma| < pg, (g) for all g € Cp(X, E).
Similarly, there exist ¢2 € Bou(Y) and g € cs(F) such that | [ f dma| < gg,(f) for
all f € Cp(Y, F). Consider the bilinear map

T (G, B),8) % (G, F),B) » K To.0)=( [ gam) - ( [ fama).



P-adic Measures and P-adic Spaces

Then T is continuous since |T(g, )] < pg:(9) - g4,(f). Hence the corresponding
linear map

Pp:G= (Cb(XJE)aﬁo) ® (Cb(Y:F)?ﬁo) -+ K

is continuous. Let w be as in the preceding Theorem and M = w(G). The linear
map
v:(M,B,) =+ K, v= Ppow !

bl

is continuous. Since M is fBy-dense in Cy(X x Y, E @ F), there exists a unique
B,-continuous linear extension ¥ of v to all of Co(X xY,E®F). Let

e M(X XY, (EQF))
be such that #(h) = [hdm for all h € Cy(X x Y, B ® F). Taking
h = (xas1) © (xBS2) = XaxBS1 ® 52,

where A € K(X), B€ K(Y), s1 € B, s3 € F, we get that

m(A x B)(s1 ® s2) = fhdﬁ% = 9((xas1) ® (xBS2))
= (m1(A)s1) ® (ma(B)s2)) = [m1(4) ® ma(B)](s1 ® s2)-

Thus m(A x B) = my(4) @ ma(B). If g € My(X, E), f € My(Y,F) and h=g 0O f,

then
[ him =i =vig© 1) = ([gdml) - (/fdmz).

Finally, let p € My(X x Y, (E ® F)') be such that u(4 x B) = m1(A) ® ma(B) for
all A € K(X), B€ K(Y). The map

1m:G(X XY, EQF) =K, wvi(h)= /hd,u,
is fB,-continuous. Taking

h = (xas1) © (xBS2) = XAxBS1 ® $2),

where A € K(X), B € K(Y), s1 € E, s3 € F, we have that v1(h) = (k). In view
of Theorem 10.1, we see that v; = ¥ on a (,-dense subspace of Cy(X x Y, B ® F)
and hence v; = ©, which implies that /m = p. This completes the proof.

Definition 10.6 If mi,meo,m are as in the preceding Theorem, we will call m the
tensor product of m1,mg and denote it by m1 @ ma.

Theorem 10.7 Assume that E is polar and let my € My (X, E'), mg € My (Y, F").
Suppose that p is polar. Then

1. i =m ®@ma € Mipey(X X Y,(E®F)) and  ||[M[lpeq = [Imallpllmall-
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2. If ¢1 € Bou(X), ¢2 € Bou(Y) are such that | [[gdmi| < pg,(g), for all g €
Ob(X:E)7 and |ffdm‘2| = p{ﬁz(f); for all f € Cb(Y1F)J then for d) = ¢1 X ¢2,
we have

Uhdm\ < (p®q)y(h), forall he€ Cp(X X YEQF).

Proof: Let ¢; and ¢ be as in the Theorem. For g € Co(X, E), f € Cp(Y, F) and
h=g0@® f, we have

foa=|(foam) (1)

It is easy to see that ||¢hllpeq = l¢19llp - |p2flg- Thus

< pg; ()29, (f)-

‘ / hdm\ < [9hllpeq-

Since both maps h — (p®¢)4(h) and h = [ hm are Bo-contiuous and M is B,-dense,

it follows that
) [ hdm| < | 6hllppq

for all h € Cp(X x Y,E ® F). Hence m € M peq(X x Y,(E® F)). For g €
Cy(X, E), f € Cy(Y, F), h =g © f, we have
Imallp - llgllp - lmallg - 171l

|| om) (] )
= (llmallp - Imallg] - [l2llpeq] -

Thus | < [Imillp - Imally =d. Ifd>0and 0 <e < Imillp, 0 < e2 < [Imallg,
then there are A € K(X), B € K(Y),s1 € E, s € F, such that

Imy (A)s1] lma(B)sa|
10(81) 9(32)

IN

> |lmallp — €1, > ||mallg — €2-

Now

| (A x B)s1 ® ss
p®q(s1® s2)

Taking e; — 0, ez — 0, we get [|7illpgg > [lm1llp - [mallg, Which completes the proof.

M lpeg = > (||mallp — €1) - (Imallq — €2)-

Lemma 10.8 Let m € My(X,E'), V € K(X) and
o = sup{|m(A)s| : A € K(X),ACV,p(s) £ 1}.
Then

1. for any X € K, with |A| > 1, we have a < my(V) < |Ala.

2. If the valuation of K is dense or if it is discrete and p(E) C K|, then
myp(V) = a.
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Proof: (1). If p(s) <1and A € K(X), A C V, then [m(A4)s)| < mp(V) - p(s) <
mp(V) and so o < my(V).On the other hand, if p(s) > 0, then there exists v € K

with |y| < p(s) < |yA|. Now, for A C V, we have
B = A)s|
> m(4) (At > oy - sl

@2 (Al 2 W

It follows that a|A| = my(V).
(2). It is clear from (1) that a = my(V) if the valuation is dense. Suppose that
the valuation is discrete and p(F) C |K|. If p(s) > 0, then there exists v € K, with

p(s) = |y|. For A C V, we have % = |m(4)(y71s)| < @ and so mp(V) < a,
which completes the proof. I i

Theorem 10.9 Assume that E is polar and let p € cs(E) be polar, g € cs(F). If
my € My (X, E'), ma € My (Y, F') and i = my ® my, then, for |A| > 1, we have

Nm1,p($) ' Nmz,q(y) S Nm,p@q(l‘:y) g P\Ile,p(m) : Nmz,q(y)-

If the valuation of K is dense or if it is discrete and q(F) C |K|, then

le,p(m) ) Nmz,q(y) = Nm,p@q(m:y)

Proof: Let Z be a clopen neighborhood of (z,y). There are A € K(X), B € K(Y)
such that (z,y) € Ax B C Z. For s1 € E, 53 € F, s = 51 ® 52, with p(s1) <
1, g(s2) < 1, we have

|m1(A1)s1] - Ima(Bi)s2

| s
su < i 7
A1CA,§1CB p®q(s) [lpeq(Z)
and so
Ny (%) - Nina q(y) < |mialp(4) - [malg(B) < |mpgq(Z)-
Hence

Nmi,p(m) : Nmz,q(y) = Nm,p@q(a": Y)-

On the other hand, let Ny, »(2) - N, 4(y) < 8. There are clopen sets V1, V2,
z €WV1, y € Va, [malp(Vh) - [male(V2) < 0. Let

d = sup{|m(D)u| : D C V1 x Vo, p®q(u) < 1}.

Let ue E® F with p®g(u) < 1. Given 0 <t < 1, there exists a representation
u = Zj-v:l s;j ® a; of u such that the set {a1,...,a N} is t-orthogonal with respect to
the seminorm ¢. Now

N
1>p®q(u) = supgq (Z :E'(Sj)aj)

[z'|<p =1

> t- sup max|z'(s;)|g(a;)
lz'|<p 7

= t-m;lx'p(sj)qmj)-
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Let 0 < € < 6. There exists a compact subset G of X x Y such that |/|pg(W) <€
if the clopen set W is disjoint from G. Let D be a clopen subset of V7 x Va. For
each z = (a,b) € GND, there are clopen neighborhoods W, M, of a, b, respectively,
with (a,b) € W, x M C D.

In view of the compactness of GN D, there are z; = (zi,4;) € GND, i = j (AP
such that

n
GnDC Dy =)W, x M, CD.
i=1

There are pairwise disjoint clopen rectangles A; x Bj, 7 =1,... , k, such that

k
D1 = U Aj X Bj.
j=1

Now
k

m(D)s; @ a; = m(D\ Dy)si ® a; + Z 'ﬁ?.(Aj X Bj)si ® a;.
J=1
Since D \ D; is disjoint from G, it follows that
(D \ Dy)s; ® ai] < [lpeg(D\ D1) -p ® q(si ® a;) < e/t <0/t

Also,

|7(A;j x Bj)si ® ail |1 (A)si| - Im2(Bj)ail
|ma1lp(V1)p(si) - Imale(V2)a(as)

Imalp(V1) t m2le(V2) g/

IA

IN

Thus |m(D)s; ® a;| < 6/t and hence
| (D)u| < max |m(D)s; ® ai| < 8/t.
(3

This proves that d < 6/t and so |Mlpge(V1 X Va) < |A| - 8/t, which shows that
Nipq(z,y) < |A|6/t. Therefore
A

Nm,p®q($=y) = ']T| : Nm1,p($)Nmz,q(y)-
Since 0 < t < 1 was arbitrary, we get that

Nﬁ"':P®Q($1y) S |AI . le )p(g:)Nmqu(y)'
If the valuation of K is dense or if it is discrete and ¢(F) C |K], then

d = |Mlpge(Vi x V2) <0/t

and hence N pge(z,y) < 0/t. Since 0 < ¢ < 1 was arbitrary, we have that
N poq(z,y) < 0, which shows that

Nm,;v@q(m) S le,P(m) : ng,q(y)a

and the result follows.
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Note 10.10 If p is polar and ¢(F) C |K|, then p®g(E ® F) C |K].
This follows from the fact that, for u = Y ;- z; ® y;, we have

p®q(u) = sup ¢ ( :E'(ﬂri)yi) .
1

[z'|<p \i=

We have the following easily established

Theorem 10.11 Let mq, mo, m be as in Theorem 10.9. If Vi € K(X), Vo € K(Y)
and |A| > 1, then

Im1lp(V1) - Im2lg(Va) < Imlpeq(Vi X V2) < Al [malp(V1) - [m2lq(V2)-
If the valuation of K is dense or if it is discrete and q(F) C |K|, then
Imalp(V1) - [malg(V2) = [Mlpeq(V1 X V2).
Theorem 10.12 Let m1, ma, ™ be as in Theorem 10.9. Then

supp(m) = supp(m1) X supp(ma).

Proof: Let A1 = {z € X : N, p(z) # 0}, Ap = {y €Y : Np,o(y) # 0}, and
A = {(z,y) : Nmpeq(z,y) # 0}. Then A = A; x Ap. The result now follows from
Theorem 2.1.

Theorem 10.13 Assume that E is polar and let p € cs(E) be polar and q € cs(F').
Let m1 € Mip(X,E'), mg € Myy(Y,F') and m = my @ mg. If g € EX is Q-
integrable with respect to m1, f € FY is Q-integrable with respect to ma and h =
g f, then :

2. Qm,h(m} y) = thg(:ﬂ) . sz,f(y)‘
2. h is Q-integrable with respect to m and

@ [han =@ [gdm]-[@ [ sam|.

Proof: Let Vi € K(X), Vo€ K(Y), z € Vi, y € Vo. Then
sup{|m(D)h(z,y)|: D € K(X xY),D C V1 x Va}

> SUP 4 (x),Acv; SUPBeK (v),Bcvs M1 (A)g(2)] - [m2(B)f (y)|
Z le,g(m) : sz,f(y)'

It follows that

Q?’ﬁ,h(m: Y) > Qmy g (z) - Qma,f (y).
On the other hand, let € > 0. There are clopen neighborhoods Vi and V3 of z,y,
respectively, such that

sup  |my(A)g(x)] < Qmyolz) +¢
AEK(X),ACV1 .
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and

sup  |ma(B)f ()] < Qma,r(y) +e
BeK(Y),BCVa

Let now G € K(X x Y) be contained in V; x V2 and let d; > 0 be such that
di - p(g(z))q(f(y)) < e. There exists a compact subset D of X X Y such that
|m|(0) < dy if the clopen set O is disjoint from D. For each z = (a,b) € GN D,
there are clopen sets s W,, M, such that z € W, x M, C G. By the compactness of
D NG, there are z; = (ax, bx) € D NG such that

n
DNGcO=|] W, x M,
k=1

There are pairwise disjoint clopen rectangles A; x B; such that O = U,fil A; x B;.
Since G'\ O is disjoint from D, we have

Im(G\ 0)g(z) ® F(y)| < |Mlpee(G \ O)p(g(z))a(f(¥)) <e
Also,

M (Aix Bi)g(z)®f (v)| = [m1(4:)g(z)|-|ma2(Bi) f )| < [Qmao(2) + €] [Qma s (y) +¢]

since A; C Vi, B; C Va. Thus

[ (0)g(z) ® f(y)| < [Qmyg(z) + €] (@7 (y) + €]

and so
(G h(z,y)| < max{e, [Qm,g(z)+ €] [Qmas(Y) + €}
Therefore
Qmp(z,y) < max{e, [Qm,g(@) + €| [@ms,s(y) + €]}

Taking € —+ 0, we get that

Q'ﬁl,h(m) y) < le,g(m) : sz,f(y)

which completes the proof of (1).
(2). Let 0 < e < 1 and choose 0 < d < € such that d- ||gllg,., <& d-[|fllgm, <€
There are g; € S(X, E), f1 € S(Y, F) such that

lg = gillQm, <di IIf = fillgm, <4d-
Let hy =g1 ® f1 € S(X x Y,E® F). Then
hi(z,y)—h(z,y) = [91(z)—g(2)]®[f1(y) - f (¥)]+9(2)®Lf1 (¥) — f W)]+[o1 (z) —g(2)]®F (v)-
Using (1), we get

Qum, hy-n(@,y) < max{d, d- gllgm,, @ Ifllgm, }
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and thus ||h1 — hllg, < €, which proves that h is Q-integrable with respect to 7n.
Finally, let (g,) C S(X, E), (fn) C S(Y, F) be such that

lg — gnllgm, =0, IIf = frllQn, — 0.

If by =9, ® frn € S(XX%,E Q® F), then ||h — hy||g,, — 0 and so

and

(Q)/hdm:hm/hndm, (Q)/gdmlmlim/gndmh

(Q)/fdmz = lim/fn dma.

Since

vt (i) om).

the result follows.
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Vlachos extended their result ([13)):

Theorem 2 (Vlachos) Let M be an odd n-dimensional compact oriented sub-
manifold of the unit sphere gn+l yyith mean curvature H. Assume that the Ricct
curvature satisfies

i 2(y — —
nioy M=) 120 =8) g2 1O gy Rt -
n—1 (n—1) (n—1)

Ifn > 3, then M is homeomorphic to a sphere; Ifn =3, then M is diffeornorphic
to a space form of positive sectional curvature.

In this note we extend the theorem above for even dimensional submanifolds
of spheres.

Theorem Let M be a simply connected 2m-dimensional compact oriented
submanifold of the unit sphere g2m+l yith nonnegative curvature operator. As-
sume that the Ricci curvature satisfies

s 2 e -
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Ric >

If m > 2, then M s homeomorphic to S*™ or S§™ x 5™. If m =2, then M is
homeomorphic to CP?, 5%, or S2 x §2. Here H denotes the mean curvature.

We thank T. Hasanis for pointing out the proper expression of our theorem
and T. Vlachos for bringing to our attention a relative result of B. Chow and
D. Yang ([3]) and Z. Hu and S. Zhai ([8])-

2 Proof of our theorem

Let M denote an n-dimensional compact oriented Riemannian manifold equipped
with a metric < —, — >. Let VF(M ) and D(M) denote the differentiable vec-
tor fields and differentiable functions on M respectively. Then VF(M) is a
D(M)-module and VF(M)* denotes the D(M) dual of VF(M). Any element ‘
x of VF(M) can be :dentified with the tensor x : VF(M ) — D(M) given by
x(7) =< X7 > Thus x € VF(M)*. Let ¥ denote the associated Levi-
Civita connection ¥7 : VF(M) x VF(M) — VF(M), then Vx (v) € VF(M)".
For any pair (x,7) € VF(M) x VF(M) the Riemannian curvature R(x,v) :
VF(M) — VF(M) given by R (x,7) (¢) is an element of Endpan) (VF(M)) or
R(x7) : VF(M) x VF(M) — D(M), iLe. R(x,7) € (VF(M) x VF(M))".
Thus at each point p € M, R: VF(M) x VF(M) — (VF(M) % VF(M))" de-
fines an endomorphism of the space of bilinear antisymmetric forms on T,M.
This operator is denoted by pp A2 (T,M) — A? (TpM) and is called the cur-
vature operator at p.

Let TpM =< efi = 1,.,m > be an orthonormal basis and TpM* =<
efli=1,..,n> its dual space. The diagonal elements of the matrix associated
with p, with respect to the basis {(—32= A ejli, i=1, ...,n} describe the sectional
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